D-A187 276 DEVELOPMENT OF R GRAPHICS BASED THO-RTTRIBUTE UTILITV 173
ASSESSMENT PROGRRH W.. (U> ARIR FORCE I T OF TECH
WRIGHT-PATTERSON AFE OH E H MANNER D

UNCLASSIFIED AFIT/CI/NR-87-73 F/G 12/4 NL




1.0 ﬁllg
—— ™

EE

BL.25 Wis gis!
.l- {

.,:sn:,l;‘valw .y AN MY N ll -lc " roo‘ r
W e ,":*:“;"”.:ﬁ; “‘ ?‘g “) :;‘.’. ..)o .. n“p.‘ ‘l l.'... -| ;l L \c“t,.l,’ﬁ "l$ln‘

RN
X %,\’*,‘-& s, 4014, AN aAdY q ] 0"' '
1 \-,* . 'n it nne "“‘ 0 ‘
,n',"“.’e"a"""ﬂ #,H * ! 2 ) 36 A u.f H‘N W .' '(" '\‘
Sy Ml R OO o O T 0
. \,'a““xx. «i‘ ;ﬂ Q" t‘. ‘, ‘) .qi. I,ﬁ 'ﬂ‘ﬁ { l‘ ...‘.' .1" ! .g: ‘.A ' ' i‘.‘ . (%) . . i.c l:‘. W, by ‘.:l. :|'

4,4 !




UNGLASS AL LD

y ECURITY CLASSIFICATION OF THIS PAGE (When Data {iniered) * - R
READ INSTRUCTIONS
REPORT DOCUMENTA.TK)N PAGE BEFORE COMPLETING FORM
. REPORT NUMUER 2. GOVT ACCESSION NO.| 3. RECIPIENT'S CATALOG NUMBER
AFIT/CL/NR 87-73T //
.

4. TITLE (and Subtitle) S. TYPE OF REPORT 8 PERIOD COVERED

Development Of A Graphics Based Two-Attribute THESIS/BISSEKT KT YON
Utility Assessment Program With Application
To Mission Planning

6. PERFORMING OG. REPORT NUMBER

3. AUTHOR(s) 8. CONTRACT OR GRANT NUMBER(s)

Eleonore H. Wanner

. PERFORMING ORGANIZATION NAME AND ADDRESS 10. PROGRAM ELEMENT, PROJECT, TASK
AREA & WORK UNIT NUMBERS
AFIT STUDENT AT:

Rensselaer Polytechnic Institute

1. conr;ou.mc OF FICE NAME AND ADDRESS 12. REPORT DATE
AFIT/NR
| Decembe 86
WPAFDB OH 45433-6583 13. NUMBER OF PAGESr 19
183

T4, MONITORING AGENCY NAME & ADDRESS(If ditlerent from Controlling Office) 1S. SECURITY CLASS. (of thia report)

UNCLASSIFIED

1Sa. DECLASSIFICATION. DOWNGRADING
SCHEDULE

16. DISTRIBUTION STATEMENT (of this Report)

APPROVED FOR PUBLIC RELEASE; DISTRIBUTION UNLIMITED D I IC

ELECTEER

17. DISTRIBUTION STATEMENT (of the abstract entered in Block 20, if dillerent {rom Repor(

18. SUPPLEMENTARY NOTES ﬁ_ﬁ*\

APPROVED FOR PUBLIC RELEASE: IAW AFR 190-1 m WOLAVER ﬂ? '-1
Dean for Research a
Professional Development
AFIT/NR

19. KEY WORDS (Continue on reverae side i necessary and ldentify by block number)

20. ABSTRACT (Continue on reverase side Il necessary and Identily by block number)

ATTACIIED

DD ™, 1473  Eoimion oF 1 NoOV 65 1S 0BSOLETE

SECURITY CLASSIFICATION OF THIS PAGE (When Date Entered)
N .

VRSN Y 05 W




DEVELOPMENT OF A GRAPHICS BASED TWO-ATTRIBUTE UTILITY
ASSESSMENT PROGRAM
WITH APPLICATION TO MISSION PLANNING

by

Eleonore H. Wanner

A Project Submitted to the Graduate
Faculty of Rensselaer Polytechnic Institute
in Partial Fulfillment of the
Requirements for the Degree of

MASTER OF SCIENCE

Approved:

Dr. James M. Tien
Thesis Advisor

Rensselaer Polytechnic Institute
Troy, New York

December 1986




CONTENTS

Page

LIST OF FIGURES . ..ttt teeueetotteesnesoesneeonersoassanasaans iv

FOREWORD . . v ottt v ottt oonsonosansosssesssasssscasssssassnassaa ix

ABS TRACT . « v v ¢ v vt et s et v e v aonssennsoosasesasssaosansensesaseess X

1. INTRODUCTION. ¢ & it ittt o et ottt sssesssasessaansassesssssas 1

2. MULTI-ATTRIBUTE UTILITY THEORY.... ... .ttt toeevoeoncas 4

2.1 Terminology and Assumptions..........ceeiiieeeannn 4

2.2 Utility Assessment Methods.............c.o..., P

2.2.1 Ranking Methods...........ciiiitenvinnceens 8

2.2.2 Category Methods...........cceievevenan cees.9

2.2.3 Direct Methods.........ciceeeeenecnsas ceees9

2.2.4 1Indifference Methods............c.... e e 2]

2.2.5 Gamble Methods..........iiietenntnenanans 10

2.3 Utility Independence Properties.............. e e..13

2.3.1 Mutual Utility Independence............... 14

2.3.2 Additive Independence.........co00000. ces.15

2.3.3 Utility Independence in One Direction..... 16

2.3.4 No Utility Independence........ccoevveosas 16

2.4 Utility Function Determination...........vic.u... 17

2.4.1 Curve Fitting Approach.................... 17

2.4.2 Pre-Specified Form.........cecviiieeeenas 18

3. A TWO-ATTRIBUTE UTILITY GRAPHICS PROGRAM.............. 22

3.1 Software and Hardware Specifications............. 22

3.2 Example Session...........iiier ettt ineococioccenas 23
3.2.1 Additive and Mutual Utility

Independence. ... ... ..ttt ittt 23

3.2.2 Utility Independence in One Direction..... 54

3.2.3 No Utility Independence................... 54

4. APPLICATION TO MISSION PLANNING. . ... ...t ceveeannanns 69

4.1 Problem Discussion..........ciiiiiiirieirocsssonss 69

4.2 Five Step Assessment Procedure...............v... 70




4.2.1 Introduce Terminology and Ideas........... 70
4.2.2 Utility Assessment for Mission
Planner l.. ... .ttt iveeeenenonnaennsas 71
4.2.3 Utility Assessment for Mission
Planner 2.. ...ttt ittt ittt 95
4.2.4 Comments and Critiques.............cc0... 138
5. CONCLUSIONS . . i i ittt ittt ttateseoetsesnsossesesssssnnnas 139
5.1 Extensions and Areas for Further Research....... 139
5.2 Concluding RemarksS.........iiiiteimeeneenennnnn 140
REFERENCES .. ...ttt ttetnsooenonseesonesoesacensess 142
APPENDIX : Program Listing............c0iiietvreeenns 143
111

y : g OfS IO OOGOBOBOBONDE
R R P OROCIOKLAR: SR A ."!‘y’!‘a" Jetede fayh ’!’J 's‘.'.‘..'.’«'t‘;)")‘l',.‘ 4. 15.0‘*' .‘l. gty b ARG SO IR U



Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure

Figure

Figure
Figure
Figure

Figure

Figure

Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure

Figure

3.9

3.12

3.13

3.15

3.17

3.18
3.19

LIST OF FIGURES

General Equations for Common Utility Curves.
Program Introduction..........c0uiuiitieeneann
Attribute Information.......................
Lottery Directions........civirieinnncnnnnns
Lottery for Time at Moneymax......... s e e
Lottery for Money at Timemax ... ccevvevesennn
Possible Inconsistency Indicated............

Previous Responses for Time C.E.’s..........

Lottery Specifying Mutual Utility

Independence. . . ... it ittt tiinenennneonsnns
Lottery Specifying Additive Independence......
Mutual Utility Independence Indicated.......

Additive Independence Indicated.............

C.E. for Time Marginal Utility Curve

Determination................ ... i,

C.E. for Money Marginal Utility Curve

Determination........... ittt innnn
Program Inability to Assess Utility.........
Finding Scaling Relationship................
Indifference Point Selection................
Representation of Viewpoints................
Viewpoints Offered........ ittt erenennn
Viewpoint 1 (Example Session)...............
Viewpoint 2 (Example Session)...............
Viewpoint 3 (Example Session)...............

Viewpoint 4 (Example Session)........c.co0...

iv

Page

.. 21

Q%
|..

|'!‘

]
wh

!
a0

.l
W

]
A‘.




Figure
Figure
Figure
Figure
Figure

Figure
Figure
Figure

Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure
Figure

Figure

Figure

3.24
3.25

3.35

3.37
3.38
3.39
4.1
4.2
4.3
4.4
4.5
4.6
4.7

Viewpoi
Viewpoi
Viewpoi

Viewpoi

Utility Independence

nt 5 (Example
nt 6 (Example
nt 7 (Example

nt 8 (Example

Session)................. 50
Session)................. 51
Session)........ .. .. 52
Session)................. 53
One Way Indicated........ 55

C.E. for Money Marginal Utility Curve

Determination....... ... ittt 56
C.E. for Time Marginal Utility Curve

Determination (at Moneymin).....cvvvevvennnn. 57
C.F. for Time Marginal Utility Curve

Determination (at Moneymax).....ooivieeeennnns 58
No Utility Independence Indicated............. 59
Decomposition of Ranges Chosen................ 61
Direct Assessment Chosen............. . . .62
Direct Assessment Points 1-6.................. 63
Direct Assessment Points 7-12................. 64
Direct Assessment Points 13-18................ 65
Direct Assessment Points 19-24................ 66
Direct Assessment Points 25-30................ 67
Direct Assessment Points 31-36................ 68
Attribute Information............. .. 72
Lottery for Pa at Pdain (MP 1)................ 73
Lottery for Pa at Pd.so (MP 1)................ 74
Lottery for Pd at Pasax (MP 1)............. ... 75
Lottery for Pa at Pd.2s (MP 1)................ 76
Lottery for Pd at Pa.so (MP 1)................ 77
Lottery for Pd at Pa.2s (MP 1)................ 78




Figure 4.8 Lottery for Pa at Pdaax (MP 1)................ 79
Figure 4.9 Lottery for Pd at Pasin (MP 1)................ 80
Figure 4.10 Lottery for Pa at Pd.7s (MP 1).......00cvvune. 81
Figure 4.11 Lottery for Pd at Pa.7s (MP 1l).......c0vvuuu.. 82

Figure 4.12 Utility Independence One Way Indicated '

(MP L) . ittt ettt eeeonoenoenneensnansen 83 ‘

Figure 4.13 C.E. for Pd Marginal Utility Curve .

Determination (MP 1) ........¢.¢icitiiieeennennns 84 2

Figure 4.14 C.E. for Pa Marginal Utility Curve .

Determination (at Pdein) (MP 1)........c.0.... 85 :

Figure 4.15 C.E. for Pa Marginal Utility Curve f
Determination (at Pdmax) (MP 1)........... ....86

Figure 4.16 Viewpoint 1 (MP 1) ....... ittt ineneennnnsas 87 ",

Figure 4.17 Viewpoint 2 (MP 1)........... e 88

Figure 4.18 Viewpoint 3 (MP 1)............ et e 89 ¥

Figure 4.19 Viewpoint 4 (MP L1)..........00tiierunnnnnnnnnn 90 i

i

Figure 4.20 Viewpoint 5 (MP 1).........c.vvvrrunnnnnnnnnn. 91 ;

Figure 4.21 Viewpoint 6 (MP 1) .........0 it iennennnnennes 92 a

Figure 4.22 Viewpoint 7 (MP 1) ... .. it ittt ennoennennannas 93 -

Figure 4.23 Viewpoint B (MP 1) ........iiitiiiiieneennennns 94 ﬁ
Figure 4.24 Attribute Information (lst try, MP 2)......... 96

Figure 4.25 Lottery for Pa at Pdain (lst try, MP 2)....... 97 .

Figure 4.26 Lottery for Pa at Pd.so (lst try, MP 2)....... 98 ]

Figure 4.27 Lottery for Pd at Pamax (lst try, MP 2)....... 99 '

Figure 4.28 Lottery for Pa at Pd.2s (lst try, MP 2)...... 100 :

Figure 4.29 Lottery for Pd at Pa.so (lst try, MP 2)...... 101 E

]]

Figure 4.30 Lottery for Pd at Pa.2s (lst try, MP 2)...... 102 ;

Figure 4.31 Lottery for Pa at Pdaax (lst try, MP 2)...... 103 {

'

1

)

}

Vi B

LY

Y

|‘.

A AN PN N R AN RO MK N AR Y RN A KA OO MO IS UKL TN R RE A )



Figure 4.32 Lcttery for Pd at Pamin (lst try, MP 2)...... 104

Figure 4.33 Lottery for Pa at Pd.7s (lst try, MP 2)...... 105 >
h
Figure 4.34 Lottery for Pd at Pa.7s (lst try, MP 2)...... 106 -
Figure 4.35 Possible Inconsistency Indicated ?
(18t try, MP 2) ..t iiitiereenenoeenonsnenanans 107 .
Figure 4.36 Previous Responses for Pd C.E.’'s ;
(1st try, MP 2) . ...ttt neeneeaennnennnns 108 %
Figure 4.37 No Utility Independence Indicated %
(18t try, MP 2) .t iiiiinneienneeennnsnneennns 109 -
i,
Figure 4.38 Decomposition of Ranges Chosen
(Ist try, MP 2) ...ttt ittt iieeneeneeeanneennsas 110
Figure 4.39 Previous Responses for Pa C.E.'s
(1st try, MP 2) ... iiiiiiiitnnenocnasoneonnns 111
Figure 4.40 Previous Responses for Pd C.E.'s -
(1t try, MP 2) ...t iitnneieenennenononsocea 112 N
Figure 4.41 Decomposition of Ranges Rechosen 3
(1st try, MP 2) ...t it iiiiineiteeencnsnanennsa 113 ~
Figure 4.42 Attribute Information (2nd try, MP 2)........ 115 i{
ut
Figure 4.43 Lottery for Pa at Pdain (2nd try, MP 2)...... 116 v
Figure 4.44 Lottery for Pa at Pd.so (2nd try, MP 2) e, 117 |
Figure 4.45 Lottery for Pd at Pamax (2nd try, MP 2)...... 118 Z
Figure 4.46 Lottery for Pa at Pd.2s (2nd try, MP 2)...... 119 ‘ﬁ
s
Figure 4.47 Lottery for Pd at Pa.so (2nd try, MP 2)...... 120 -
Figure 4.48 Lottery for Pd at Pa.2s (2nd try, MP 2)...... 121 o
Figure 4.49 Lottery for Pa at Pdmax (2nd try, MP 2)...... 122 N
Figure 4.50 Lottery for Pd at Pawin (2nd try, MP 2)...... 123
Figure 4.51 Lottery for Pa at Pd.7s (2nd try, MP 2)...... 124 !
A
Figure 4.52 Lottery for Pd at Pa.7s (2nd try, MP 2)...... 125 ﬁ
Figure 4.53 Utility Independence One Way Indicated -
(2nd try, MP 2)......c0000. C et et et e e 126 ',
‘i‘
vii f
g

K )} ‘a‘a"l‘". "~ ‘ﬂ!.“



Figure 4.54 C.E. for Pd Marginal Utility Curve Determi-

nation (at Puain) (2nd try, MP 2)............ 127
Figure 4.55 C.E. for Pa Marginal Utility .Curve
Determination (2nd try, MP 2)......cc0cveeun. 128
Figure 4.56 C.E. for Pd Marginal Utility Curve Determi-
nation (at Pamax) (2nd try, MP 2)............ 129
Figure 4.57 Viewpoint 1 (MP 2Z)........ ..ttt ieeensnanenn 130
Figure 4.58 Viewpoint 2 (MP 2)......... it iieuirentononnas 131
Figure 4.59 Viewpoint 3 (MP 2)...... .0ttt ereannnns 132
Figure 4.60 Viewpoint 4 (MP 2)........0 ittt rsaoosnanns 133
Figure 4.61 Viewpoint 5 (MP 2)....... ..ttt ieeennnenenns 134
Figure 4.62 Viewpoint 6 (MP 2)........0i ittt ecccns ...135
Figure 4.63 Viewpoint 7 (M: 2)......iitiiiiiinneenneannnna 136
l Figure 4.64 Viewpoint 8 (MP 2). ... itirvrinnneneenennnnns 137
X
viii

BN, ‘. ENANT D D D ) 0 ‘ \ WO T T
'~“,*l“'*.‘- 'A~."‘~L*.*.~*'~‘> 1..‘ !. f“. “ ' ‘,'&‘\*0. .\‘1.4. 2 'i‘. O‘q.l.a‘tls'l. 'I'.'l‘.‘!‘ ‘l' A by .‘l...l'n'l'.' !‘.".'a"..n‘,'i..'l "l “n.ﬁ\ .‘h lh AL .' Al .h LN

* LR Pt ISP DS DN I WY M




FOREWORD

This project was suggested by Dr. James M. Tien, Acting
Chairman, ECSE Dept, and I would 1like to express my
appreciation for his suggestion. If not for him, I would
never have learned so much in so short a time. His
criticisms and support as my advisor have been invaluable.

Sincere thanks is also due to the people at Rome Air
Development Center (RADC) who helped me in both research and
programming efforts. I would particularly like to thank Mr.
Yale Smith, Lt Russ Gilbertson, and Capt Peter Priest of the
Decision Aids Section; Mr. Ron Blackall and Mr. Zen Pryk of
the Surveillance Division; Lt Greg Bandeau of the Accounting
Division; and the entire Technical Library staff.

I am grateful to Major Rand Case and Major Robert Stan
for agreeing to participate in my endeavors to assess their
utilities; and finally, I owe my husband volumes of thanks

for his support and help, not only in the preparation of

this manuscript, but throughout the school program.




/3
. 7%

v ABSTRACT /T,/ : e
A multi-attribute wutility assessment"“;fpt"ogram is
developed which can handle consequences composed of two
attributes. It handles four particular cases of utility
independence properties: additive independence, mutual
ﬁf utility independence, utility independence in one direction,
| and no independence properties. A two-attribute consequence
space was chosen particularly for the ability to represent
the multi-attribute utility function graphically in three

dimensions, from one of eight possible viewpoints. The

utilities of two Air Force mission planners were assessed to

“u

i determine the feasibility of using probability of arrival
and probability of target destruction as factors for mission
success. Based on the results, it appears as though multi-
attribute utility theory would be a definite help to Air

Force mission planning. (Tirs ) -
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1
. 1. INTRODUCTION
3 Utility theory is a relatively new methodology for
: decision making. Relatively new, that is, when compared to

i probability theory from which it gained its foundation. The
basic tenets of utility theory have been around for some
fifty years, and it has been applied to a number of various
e decision making problems. In many cases, it has been
grouped with other techniques for decision making under the
x, general heading of decision analysis.
- Utility theory provides the means for characterizing a
decision maker’s preferences over the range of some
b attribute.~ Usually these preference values are represented
i on a scale from 0 to 1. The ideas behind utility theory
55 have been extended to decision making problems in which more

than one attribute is used to characterize possible

& alternatives, and this extension is termed multi-attribute
- ’

[} X

K utility theory. b e ) y

] . .

‘ﬁ Stated simply, multi-attribute utility theory attempts

x to produce a map of a decision maker’'s preference values
(utility) for various alternatives of a problem in a
systematic fashion. These alternatives are generally
o represented by more than one attribute (if only one
attribute is used, simple utility theory, and not multi-

attribute utility theory, may be used). This map, or

utility function can then help the decision maker in

¢
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determining the utility of other potential outcomes of the
problem.

It is not an easy task for a decision maker to make
choices between alternatives characterized by many
attributes, or when the attribute values vary only slightly
between alternatives. However, depending on the utility
independence properties existing between attributes, it may
be possible to decompose the problem into the assessment of
utility functions for individual attribute values, which can
later be <combined 1in an appropriate fashion. After
combining the parts, the overall wutility function for
different possible alternatives can be used to choose the
best possible outcome by maximizing the expected utility.
It has been shown that by choosing the alternative which
produces the greatest expected utility, consistent decision
making is upheld. (Keeney 1976, p. 131)

The advantages of utility theory and multi-attribute
utility follow directly from their implementations. First,
they provide a structured framework for a decision maker to
operate under, and decompose a problem into manageable
subproblems. They also provide quantitative maps of a
decision maker’'s qualitative preferences, thereby lending
objectivity to solutions which might otherwise have been
totally subjective in nature. Finally, these theories can

be used to compare non-similar items.
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After explaining the terminology and assumptions used

in multi-attribute wutility theory, we will describe a
computer program we developed to handle problems whose
alternatives can be characterized by two attributes. Though
simple in form, its potential usefulness is demonstrated by

its application to a decision making task in tactical Air

Force mission planning.
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2. MULTI-ATTRIBUTE UTILITY THEORY
Multi-attribute utility theory is quite powerful when
properly used. It can provide an extremely structured
framework for solving difficult choice problems involving
many attributes. In order to exploit its usefullness, an
understanding of the terminology and methodology behind it

is necessary.

2.1 Terminology and Assumptions

The terminology used in this peper is consistent with

that of Keeney and Raiffa in their book titled, Decisions

with Multiple Objectives: Preferences and Value Tradeoffs

(1976). Assumptions are taken from the class notes of Dr.
James M. Tien. The explanations are fairly cursory since we
are not interested in proving the theory, merely in
introducing the coﬁcepts which are used 1later 1in the
computer program.

In decision making, it is frequently the case that
preferences are expressed concerning various outcomes. In
cases where there 1is no preference between outcomes,
indifference expresses this relation. A statement of the

form:

A”B
is read as A is preferred to B. Similarly,

A~ B
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is read as A is indifferent to B. These relations are
transitive.
A common representation of a choice in utility theory

is called a lottery, and it has the form:

A
p
Al ~
1 -
A2
where p is the probability of consequence A1 and (1 - p) is
the probability of consequence A:z. Indifferent lotteries

allow simplifying compound lotteries into a simple lottery:

A
P1 A P1+P2Ps Al
L: P2 ~ L2
P2 A2 P3+P2Pe A2

A2

Each consequence, Ai, is indifferent to some lottery
involving the most preferred (A*) and least preferred (Ao)
consequence. That is, there exists a Qi such that:

Ai ~ [QiA:t, (0)A2, O0(A2),...,(1l - Qi)An]
Ai is defined as the certainty equivalent of lottery K?,
since it can be interpreted as the selling price of a

lottery, given that you own it. In any lottery, the

1)
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consequence Ai, may be replaced by Zi without altering the

preference of that lottery:
[P1A1,P2A2,...,PiAi,...PnAn] (P1A1,P2A2,...,PiAi,...PnAn].
Both outcomes above are indifferent to:

[QA1, (1-Q)An],
where

Q = P1Q1 + P2Q2 + P3Q3...+ PnQn,

and Q1 = 1 and Qn = 0. We can then say, for any two

lotteries, L and L’ described as:
L = [QA1,(1-Q)An)]) L’ = [Q’Ax, (1-Q)’'An]

that L X L’ iff Q > Q’. Since Ai can be substituted for the
lottery, Ai ~ Aj iff Qi > Qj. Since we want the utility of

Ai to be greater than the utility of Aj, we let:
U(Ai) = Qi.
Now, for any lottery, L, the utility is:
n
U(L) = @ = 2. PiQi.
isl
Since utilities are indicators of preference, not
absolute measurements, they are generally normalized to the
range 0 to 1. This equates to a utility of 0 for the least

preferred alternative (Ao) and a utility of 1 for the most

preferred alternative (A*). It is also often assumed that
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monotonicity (the function increases or decreases in one
direction) is characteristic of utility functions.

Increasing monotonicity 1is wusually the case for
attributes like money, happiness, beauty, etc., where more
is generally better. Negative attributes such as expense,
pollution, and crime, on the other hand, can ordinarily be
characterized by monotonically decreasing functions. Keeney
(1976) shows that transformation between monotonically
increasing and monotonically decreasing functions is
possible simply by changing the attributes being measured.
For instance, response time measured in minutes has a
decreasing utility function (shorter response times are
better), but it can be changed to minutes saved in response
time, where the more minutes saved, the better. (Keeney
1976, p. 141)

This brief overview of terms and assumptions used 1in
multi-attribute utility theory is sufficient to allow the
reader to follow the material in the next section, which
covers assessment procedures for determining preferences. A
deeper treatment of these topics can be found in the Keeney

and Raiffa text mentioned previously.

2.2 Utility Assessment
One of the more critical areas of multi-attribute
utility theory is obtaining information from a decision

maker to produce his utility function. Some decision makers




are unfamiliar or uncomfortable with the ideas of utility
theory or perhaps even probability.  Some may exhibit
inconsistency in their decision making processes without
being aware of it. It is therefore imperative that methods
exist to phrase the problem in terms meaningful to the
decision maker.

According to Johnson and Huber (1977), common
methodologies which have been used can be grouped into five
mutually exclusive categories: ranking methods, category
methods, direct methods, gamble methods, and indifference
methods. (Johnson 1977, pp. 312 - 315) A general
description of each method is given below, based on their

assessment of the methods.

2.2.1 Ranking Methods

Ranking methods are intuitive to many decision makers.
Given a number of alternatives, the decision maker assigns
an order to them such that the least preferred alternative
is ranked lowest, and the most preferred alternative is
highest. This method works best when the alternatives are
few in number. It is difficult to apply to alternatives
composed of more than one attribute. Because the levels of

each attribute may vary, it is not always easy to assign a

preference in multi-attribute problems.




2.2.2 Category Methods

These methods only allow approximations of worth since
alternative preference values are restricted to pre-
specified ranges or categories. While 1less exact than
direct methods (see 2.2.3), it is more likely easier on the

decision maker to group alternatives in this manner.

2.2.3 Direct Methods

Direct methods have the decision maker assign worths
(or utilities) directly to the alternatives. This is an
extremely difficult procedure when the alternatives are
characterized by more than one attribute. If it were not,
decision makers would need no help in determining which

alternative to choose.

2.2.4 Indifference Methods

These methods are can be viewed as extending gamble
methods (see 2.2.5) to the wmulti-attribute case, without
risk. They require choosing a level of an attribute to make
a certain indifference relation hold. For example, the
decision maker is asked, "What level of dollars will make
you indifferent to the outcomes below?", where the outcomes
are expressed in terms of the ordered pair (dollars, hours):

( ? , 24 hours) ~ ( $25 , 50 hours)

This technique is employed in the computer program to

determine scaling constants between the two attributes.

— . )
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2.2.5 Gamble Methods

These assessment methods require a decision maker to
either assign probability values to a lottery so as to
equate its worth with a certain given outcome, or given a
lottery with fixed probabilities, determining a certainty
equivalent for the lottery. Since these methods are also
the ones employed by the multi-attribute utility program
developed, they are considered in more detail below.

;\ As an example of the first type, with variable
. probabilities, suppose a decision maker is offered a choice
i, between $30 and the following lottery (with dollars as the

attribute measure):

" $100

$30 ~

He must then choose a value for p such that the indifference
relation is valid. If this value is, say, 0.6, then for
consistency, this value for p must mean that the utility of
receiving $30 for certain is equal to a 0.6 chance at $100
and a 0.4 chance of receiving $0:

U($30) = 0.6($100) + 0.4(%$0)

Wl
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Since U($100) is 1 and U($0) is 0, the utility of $30 is
obviously 0.6. Continuing in this fashion, the utilities of
various consequences can be assessed.

This type of gamble is extremely similar to, but not as
easy on the decision maker as the second type, keeping the
value of p fixed. To illustrate, suppose a decision maker
is offered a lottery between receiving $100 with probability
p, and probability (1 - p) of receiving $0. To make the
decision easiest, the value for p is fixed at 0.5. This
way, a decision maker can look at the lottery as a fifty-
fifty chance between $100 and $0:

$100

$0
He is then asked what amount of dollars he would have to
receive for certain to make him indifferent to the lottery
(i,e., willing to "sell”" it). Perhaps he would give up the
lottery for $25. Using the formula for utility
determination:

U(s$25)

(0.5)U($100) + (0.5)U($0)

1]

U(s$25) (0.5) (1) + (0.5) (0) = 0.5

To continue, the next lottery offered could be:

LTI Ny 0 UGN s g OAOANOOUO OV
‘\ i e §‘|’a‘n'0‘,‘| (I ‘Sn "7';"' WA Yok .'?‘s o‘..l'.\.‘.' ."‘ﬂ‘.ﬁ"‘ﬂ 'l"'i' ‘n‘-.il“*"t.‘ KA 0';."'-".*."}'.! 1508, "L‘"."‘."';‘ "'L
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$25

$ 72 ~

$0
If the decision maker indicates $5 would be his certainty
equivalent, the utility of $5 would be:

(0.5)U($25) + (0.5)U($0)

U(s5)

U(s$5) (0.5) 0.5 + (0.5) (0) = 0.25
Once more:

$100

$25
If he answered $55, his utility would be:
U($55) = (0.5)U($100) + (0.5)U(s$25)
Uu($55) = (0.5) 1 + (0.5) 0.5 = 0.75
Eventually, after enough trials, sufficient data points
would have been collected to develop the utility curve.

The utility curve is rarely exactly smooth or regular
due to possible slight inconsistencies. The shape of the
utility curves tells us something about the decision maker.
If the curve falls along the expected value line (the
decision maker has specified his certainty equivalent to lie

exactly midway between the extremes offered), then he is
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exhibiting risk neutrality. If the curve falls above the
expected value line, he is risk averse; below it, he is risk
prone,. These characterizations change between decision
makers and even for the same decision maker, depending on
their current asset positions and the ranges of the
attributes.

By structuring the assessment procedure in this
fashion, the decision maker has a better chance of
expressing his utility in a consistent manner. If certain
utility independence properties hold (discussed in the next
section), this method of assessing utility can be extended

to the multi~attribute case.

2.3 Utility Independence Properties

If it can be established that certain strong utility
independence properties exist between attributes, the
process of assessing a multi-attribute utility function is
greatly simplified. This is because marginal utility curves
for each single attribute can be combined in ways consistent
with the utility independence properties, and the assessment
procedure can be done for the attributes individually. The
four possible combinations of utility independence
properties are called: mutual utility independence,
additive independence, utility independence in one

direction, and no utility independence. Again, proofs of

these properties can be found in Keeney and Raiffa’s
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Decision Making with Multiple Objectives (1976). The intent

here is to summarize the information as it applies to the
computer program developed. This is also why the discussion
is limited to the two attribute case; each property can
however, be extended to problems whose consequences can be

characterized by more than two attributes.

2.3.1 Mutual Utility Independence
This form of utility independence is valid if the
utility values for one of the attributes stay constant over
N the entire range of the other’'s values. For example, if the
following lottery were offered (with 2z representing a
specific value for the second attribute):

(100, z )

(?, 2z)

(0, z)
then no matter what z level is specified, the value for the
first attribute would not change. This implies that the
first attribute is utility independent of the second. It
would also have to be valid in the reverse case (i.e., that
for any specific value for the first attribute, the value
for the second attribute would remain constant) for the
attributes to be mutually utility independent. When this

property holds, it becomes possible to combine the utilities

RGO : : . A My BOOO O WOO0
T A R A ST T L b ‘.'l’u AR NN O N SR T




of the attributes to develop the overall utility function.

If vy is the first attribute and z is the second, then:
U(y,z) = kyUv(y) + kzUz(z) + KvzUv(y)Uz(2z),
where the k constants are used to maintain consistent
scaling.
2.3.2 Additive Independence

Additive Independence is the strongest form of utility
independence. It is also probably the least 1likely
relationship existing between attributes. Additive
independence in the two attribute case specifically entails
that preference values for one attribute are constant over
the entire range of the second attribute and vice versa
(mutually utility independent). In addition, the decision
maker must be indifferent to the following two 1lotteries
(with y as the first attribute and z as the second and
specific values of either are indicated by subscripts):

Y3, 23 Y3, 24

Ya, 2Za ysa, 23
It is also a condition that (y3, 2z3) not be indifferent to
either (ya, 24) or (ysa, 23). When these conditions are met,
it is possible to combine the utilities of the attributes in

the following manner:

U(y,z) = kvUy(y) + kzUz(2z)
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where the k’s again represent scaling factors.

2.3.3 Utility Independence in One Direction
It may be possible, in the two attribute case, for one

attribute (y), to be utility independent of the other (z),
but (z), may not be utility independent of (y). If this is
true, it is said that the attributes are utility independent
in the y direction. The direction of utility independence
may vary, that is if z 1s wutility independent of y, the
attributes are utility independent in the 2z direction.
(Note that if y is utility independent of z and z is utility
independent of y, then mutual utility independence holds).
If the attributes are such that z is utility independent of
y, then:

U(y,z) = U(y,20)[1 - U(yo,2)] + U(y,21)U(yo,2),
and for y utility independent of 2z:

U(y,z) = U(yo,2)[1 - U(y,20)] + U(yi,2)U(y,20).
These formulas also provide «close approximations when
neither attribute is wutility independent of the other.

(Keeney 1976, p. 253)

2.3.4 No Utility Independence

It may be possible that none of the previously discussed

strong utility independence properties hold. In other

words, none of the previously mentioned properties can be

exploited to easily assess a decision maker’s wutility

QRO N 1, T Wy
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function. The implications here are more complex than in
the other cases. In the worst situation, a decision maker
has to resort to assigning utilities directly to various
outcbnes, and the process in painful, difficult and time
consuming. The gamble method used throughout the computer
program offers little support to a decision maker if no
utility independence properties hold and direct assessment
must be used. However, there is a possibility the
attributes can be transformed into other attributes which
may exhibit some strong utility independence properties. It
may also be possible to decompose the attributes over a
subset of their ranges to get the same result. At least, in
the latter-case, direct assessment of utility may only have

to be done for fewer outcomes.

y Function Determination

After determining which utility independence properties
hold, the decision maker’s utility over various outcomes is
obtained by assessing the appropriate utility or marginal
utility curves for the attributes and coaxbining them
according to the formulas provided previously. The utility

function itself can be obtained in two ways.

2.4.1 Curve Fitting Approach

Once a decision maker has provided sufficient datae points,

a curve can be fit through these points by various curve

OBOANMON0D DOONO DO, . DO N O O OO0 ¥ I O R A AT
D N L N D O T D o R N Qe 4L P YA N O D R D PR O X SRS S
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fitting algorithms. Traditionally, because of time and

difficulty and the ability to exploit properties of

consistency and monotonicity of the utility functions, this
approach has not received wide-spread use. Instead, what is
more common is pre—-specification of the form of the utility

function.

2.4.2 Pre-Specified Form
A good discussion of this technique comes from

Spetzler (1968) (who credits Pratt 1965, pp. 4-16), he shows
that " a mathematical form of the utility function is
assumed prior to plotting of the data. The fit of this form
is then tested." (Spetzler 1968, p. 284) Obviously, for a
program to consider all possible forms of utility functions
is unreasonable and disadvantages of this approach include
having no reasonable match for the data points. According
to Spetzler (1968), another disadvantage is prejudgement of
behavior patterns, but he says this can be overcome by
varying the form of the function and increasing the degrees
of freedom.

Spetzler (1968) also reiterates Pratt’s (1965) findings
that in choosing utility forms, certain theoretical
considerations give indications of form as follows:

Let U(x) = utility value of x over the range in
consideration.

r(x) = -U"(x)/U’(x) = measure of local risk aversion
as shown by Pratt. Then, if the following
hold:

e RN SR R UK AN 200
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1) r(x) > 0,

2) the form should be continuous and twice
differentiable, and

3) r(x) should be constant or monotonically
decreasing i.e., r’(x) < 0 over the range
of x, (Spetzler 1968, p. 290)
then several common utility function forms can be used.
Common Utility Function Forms.
As multi-attribute utility theory has been applied to

various decision analytic tasks —- nuclear power plant site

selection (Keeney 1975), wutility company power system

engineering evaluation (Johnson 1977), etc -- various curves

have been found to be representative of a decision maker’'s
utility function. These functions are contained in Figure
2.1 and taken from Bolinger (1978), Stimpson (1981), and
Keeney (1976).

These curves  can represent several decision making
patterns, indicating risk neutrality, risk aversion
(constant or decreasing) and risk proneness. By assessing a
decision maker's preferences for various levels of
attributes, one of the pre-specified curves which best
matches his curve can be used as an approximation of utility
function. The amount of error allowed in fitting these pre-
specified curves needs to be chosen by trading off the time
to find which specific form of a curve best matches the
decision maker’'s data, and how closely each of the specific

curves match. The choice of error allowed should not be so
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restrictive as to preclude a match, and because of this,

consideration must be given to decision making
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inconsistencies.

Now that some of the underlying theory for multi-

[

attribute utility assessment has been discussed, the next

section discusses a computer graphics program which

R gl

implements the two-attribute utility case.

- e e

- -

igii-gfruyf gl

s

e W a2

e

NN N

-

’ . r X } . FIE AEN 3 [ e
AR '\‘.‘ .‘."‘."’-‘.‘\e <0 "'t“'alt“c“.'ﬁ.\'u"“;.,'l.&l':h.'.' ‘T‘l"':"-.n.!‘nl"n “n ".‘,h ‘h W T/ .‘ L P, '.!.“S‘ R 'l. ‘l,"lt .'u



R

21

General Equations for Common Utility Curves

U(x) bo + bi1x
U(x) = bo + b1 x
U(x) = bo + bix2

U(x) = bo + bilnx

U{x) = bo + b;ex

U(x) = bo + bix + bzx?3

U(x) bo + by (-e-¢x)
U(x) = bo + bi(-e-8%x -~ be-cx)
U(x) = bo - bre-cx

U(x) = log(x + b)

Figure 2.1 General Equations for Common Utility Curves

"y
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3. A TWO-ATTRIBUTE UTILITY GRAPHICS PROGRAM
This section covers the implementation details of the
utility graphics progras. It also provides a detailed
example session which steps the reader through the utility
assessment process performed by the program, providing

representative figures from a computer monitor screen.

3.1 Software and Hardware Specifications
}f The two-attribute utility program developed to runs on
E a VAX 11/780 under the VMS operating systenm. It is written
in Pascal, but makes routine use of external procedures for
N graphics programming. These external procedures belong to a
graphics package developed by Precision Visuals, Inc.,

called DI-3000 software (the extended version of DI-3000

é software is required to run the program). The program also
éé uses a sub-package of the DI-3000 software called the
" Contouring Package. The graphics terminal used to run the
3’ program on is the Tektronix 4105, with a Tektronix 4695 hard
k: copy jet printer attached.

The program is designed to interactively query the
decision maker for the attributes of the alternatives, their
ranges, and their units of measure. From there, it presents
lotteries for the decision maker to give certainty
ot equivalents to, so that the utility independence properties
of the attributes can be determined. Depending on which
utility independence properties hold, appfopriate questions

are asked to develop utility functions for the individual
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attributes, which are then combined to form the overall
utility function. It is then presented graphically to the
user from eight possible viewpoints. Examples of a sample

session are now presented.

3.2 Example Session

In this example session, suppose a decision maker is
faced with a choice of receiving leisure time or money next
week. His attributes characterizing the consequences would
be time for the first attribute , measured in hours; and
money for the second attribute, measured in dollars. The
range of time he is offered is from 0 to 100 hours, and the
range of money he is offered ranges from $200 to $300. The
program is wused to assess his wutility for all possible
(hours, dollars) combinations so that if offered a specific

outcome, his preference would be evident.

3.2.1 Additive and Mutual Utility Independence

To start with, the program introduces itself and
explains its function (fig. 3.1). It then asks the decision
maker for the problem specifics (fig. 3.2). Then, it
presents the decision maker with ten lotteries (five for
each attribute), at the quartile points of the other
attribute’s range (fig. 3.3 - 3.5). Based on the decision
maker’'s responses, one of the four utility independence

properties would hold. This is determined by comparing all

R INSAOAD ’.'u"‘ﬂ" A GIAI OO K O 0'?

BT P > ™ o,
‘n'. .'.".vf‘.i!'.tf‘.','.". af‘«f‘-?.'.'?‘.t. KR AN WA n‘:'o‘. L et Ml v“n‘\

AT

O S

o



st

24

)

O N

Figure 3.1 Program Introduction i

This program i3 a generic multi-attribute utility theory ot
based methodoloay for assisting 3 decision maker, From inter- ¥
acting with the decision maker, it will determine the decision
maker s utility function over two user specified attributes.
From theres, it will present the utility function graphically,
at the angle of rotation desired by the decision maker. ’

Please enter any character followed by a return to continues
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s 2 -y

- %, e e




Figure 3.2 Attribute Information

mmeD,

- - -
¢ -

Plesse enter your first attribute. If the atiributz is cver
19 charscter:z lona, please sbbreviate it to be 10 charsctlers.

attribute name: TIME
Hhat un1ts 13 th1s atiribute measured in”: HCURS

Please enter the least snd most preferred values thiz attribute
<3n be == (tO the nearest whol2 nunber!.

12334 prefarred: 0
mo3t pretarrad: 1890

Ple2ase enter your seccnd atiribute. RIain, please 1nsure 1t
does not exceed 1@ characters i1n length,

attribute name: MONE'Y
What units 13 thi1s attribute neasured 1n™: CCLLARS g

Please enter the least 3nd mozt preferred valueszs this attribute
can have == (L0 the neares! whole number).

1235t preferred: 2090
nos3t prefarred: 00
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Figure 3.3 Lottery Directions
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You will now be shown a series of lotteries for which you .
must 2riter uour certainty equivalents:

. )
Hit any key followed by return to continue: ha
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Figure 3.4 Lottery for Time at Money

In terms of the (HOURS , DOLLARS ) outcome,
please enter your value for the question mark: 390

AT 1) X () () OO0
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Figure 3.5 Lottery for Money at Time

In terms of the (HOURS , DOLLARS } outcome,
please enter your value for the question mark: 230
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the responses for the time attribute certainty equivalents
with each other and all the responses for the money
certainty equivalents with each other.
When giving responses to the lotteries, it is possible
g that the decision maker can be slightly inconsistent. If
é the program detects that all responses for a particular
‘ attribute fall within 5% of the average value for the
responses, it makes a consistency check before assigning any
R utility independence properties. It queries the decision
maker to see if perhaps a single value could replace the
responses (fig. 3.6 - 3.7). The previous responses are
shown so that the decision maker can then leave them as is,
R or change the attribute values in question to a common one.
n Once this choice has been made, wutility independence
N properties are determined.
If all the time attribute utility values are equal to
h each other and all the dollar attribute utility values are
R equal to each other, then at least, mutual utility
independence holds, and a choice between two lotteries 1is
offered (fig. 3.8 - 3.9). Depending on the decision maker’s
; response (choice 1, or either of 2 or 3), a distinction is
~ made between additive or mutual utility independence (fig.
3.10 and 3.11). Remember that additive independence exists
h if mutual utility independence exists and the decision maker
; indicates indifference between the two lotteries (i.e.,

choice 1).

N IS . o a . B Y AP KPR T APR S TR R P AT AL
oy . | LV Lo (K n1ns RIS ECSS YOI S T % 7%, > L4 OB
W R D Ca VG b s s S bt " R W LR P EP ATV VA G IR, SN e TN




TN T TRy U nTreErT e bl Lt _._T

30

Figure 3.6 Possible Inconsistency Indicated

In terms of the (HOURS , CCLLARS ) outcome, since
your responzes for TIME all fall within S percent of the auverage,
please carefully reccnsider your previous answers. You will
need to determine if the atiribute values shculd be changed to a
commen value, and if so, which one, (MNEXT SCREEMN)

Hit any key followed by return to continue:

] t,
! "v‘a’..h...‘l‘?‘l"?.l“..\".‘l’f‘ Y
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Figure 3.7 Previous Responses for Time C.E.'s

i ( 39, 200) ~ [(8.5( 180, 200) ; 0.5( ©, 209))
iy ( 30, 250) ~ [8.5( 188, 25@) ; 8.5( ©, 250)]

- t 29, 225 ~ [9.5( 189, 223)

.

8.5t B, 225))

?; ( 39, 300) ~ (9.5( 169, 360) ; A.5( O, 3680})

&” ( 38, 2vS) ~ (9.5 189, 275) ; 9.5( @, 279)1]

Please enter the numker corresponding to your choice.
1) Change previous answers to a common one.

o 2) Leave answers as is.

N Choice: 1
t What value would you like to change it to?: 29

D
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Figure 3.8 Lottery Specifying Mutual Utility Independence

& With respect to the lotteries below, in terms of the

) (HOURS » DOLLARS ) outcome, please indicate

N which statement corresponds to your feelings about this lottery:
. 1) I am indifferent between the lotteries.

) 2} 1 prefer the lottery on the left.

B 3) 1 prefer the lottery on the right.

3: Choice: 3

Tl 1O, I TT LY, Do

in
i

o

EPEIE NN
in
in

RSN

M
Ky e —_—

. A - ¥, - n " Ll » Lo B » R
N a i NN U o OO T D O R N R e N e D O R e R e R e T A o




33

Figure 3.9 Lottery Specifying Additive Independence

With respect to the lotteries below, in terms of the

(HOURS , DOLLARS )} outcome, please indicate

which statement corresponds to your feelings about this lottery:
1) I am indifferent between the lotteries.

2) 1 prefer the lottery on the left.

3) I prefer the lottery on the right,

Choice: 1

110 220 .'l l_‘ 11200 i
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Figure 3.10 Mutual Utility Independence Indicated

Since your responses indicate that the

attributes are mutually utilily independent, N
your utility function can easily be developed by assessing

the marginal utility curve for each attribute. To do this, -
you will be shown additional lotteries for which you must ‘
enter your certainty equivalents. ;

Hit any key followed by return to continue:

(B
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Figure 3.11 Additive Independence Indicated v

.
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Since your responses indicate that the ¢
attributes are additive independent,

your utility function can easily be developed by assessing
the marginal utility curve for each attribute. To do this,
you will be shown additional lotteries for which you must
enter your certainty equivalents.

et

(Tt e

'

Hit any key followed by return to continue:
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The distinction between additive and.mutual utility
independence is important, because it dictates the form of
the utility function used. However, marginal utilities of
the two attributes are used in both cases, so the procedures
for determining each attribute’s individual utility curve
and associated scaling constants are the same.

In this program, only one pre-specified form of utility
function is used for simplicity. It is also a flexible,
commonly used function. (Sheridan 1977, p. 392) This
function is of the form:

U(x) = b(l - e-cx),
This form requires only a single response from the decision
maker to develop the utility function for time (fig. 3.12)
and a single response to develop the utility function for
money (fig. 3.13). It is also a fairly realistic function
to apply except in cases where the decision maker’s
certainty equivalents lie too close to the most and least
preferred consequence. If this is the case, the ‘terative
optimization procedure for finding values for the b and c¢
variables does not converge to the specified maximum error
allowed by the program (.0001 units) within a reasonable
time (35 iterations), and the decision maker is informed
that his utility can not be assessed by the utility program

(fig. 3.14).
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Figure 3.12 C.E. for Time Marginal Utility Curve Determination

Please enter your certainty equivalent for the "?": 30

(S T

mn




Figure 3.13 C.E. for Money Marginal Utility Curve Determination

Please enter your certainty equivalent for the "?"; 230
[
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Figure 3.14 Program Inability to Assess Utility

The prespecified curve used to approximate your utility
curve doesn’t match your values well enough to be used as
an accurate representation. Unfortunately, this prooram
can’t be used to assess your utility. SORRY!

Hit any key followed by return to exit back to system level.
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If, on the other hand, the form can be used for each

attributes utility curve, it becomes necessary to determine ;

their scaling constants. One necessary condition is that Q

‘.

ky + kz + kvz = 1. 4

Here, ky is the scaling constant for the first attribute 3

; (generically termed y) and k:z is the scaling constant for %
‘ the second attribute (generically termed 2z). In the b
additive independence case, kv:z is 0 so that 'ﬂ

kv + kz = 1. :

We need to put kz in terms of kv or ky in terms of k:
to remove one unknown in the equation. This is done by \

asking the decision maker to specify a preferred outcome,

either the (most preferred of attribute y, least preferred

-
e Y%

of attribute z) or the (least preferred of attribute y, most

-
-

preferred of attribute z),. Depending on the decision

i
'« e

maker’s choice, if the first outcome is preferred, a value

£

for attribute y 1is sought to complete the indifference

.
relation. (fig. 3.15) (If the second outcome were :
preferred, a value for attribute z would be sought, and if
the decision maker were indifferent between the two, the ﬁ
utility values would already be available). g
t
From this indifference value, it is possible to L
establish the relationship between kv and k:z (see Keeney :
1976, pp. 278 - 281 for details), such as kz = .28kvy or ky = ¥
t

.36kz, etc. Finally, the last unknown must be solved for.
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Figure 3.15 Finding Scaling Relationship 5

In terms of the (HOURS , DOLLARS ) ou‘come, N
Pleaze enter your preference. A

( 100, 209) or ¢ a, 369) A%

1) I prefer the outcome on the left.
2) I prefer the outcome on the right.
3) 1 am indifferent between ocutcomes, ﬂk
Choice: 1 /

What amount of HOURS would make you indifferent to
the outcomes below? Y

«t 2, 200) ~ ( 2, 390) N
amount of HOURS : 50 O\
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This requires the decision maker to specify an outcome such

that it has a utility of 0.5.

- wf]

The process of choosing this outcome is not handled

very elegantly in this program. Many possible combinations -
of the two attributes exist which form a surface whose
utility value is 0.5. Ideally, a convergence technique to
help the decision maker focus on a particular outcome is
preferable. However, as it stands now, the decision maker
is faced with a direct assessment problem (fig. 3.16). This

results in a solution from the following equations (if, for

example, kv were .36k:z): ¥
ky = .36kz, :
kvz = 1 - .36kz - kz, and -
0.5 = .36kz(Uv) + kz(Uz) + (1 - .36kz - kz)(Uv)(Uz). E
Since Uv and Uz are known because of their utility curves, ;
the only unknown is kz. Once kz is found, kv is found, and )
then kvz. Keep in mind here that if additive independence

holds, kvz = 0. 3

Now the program fills an array with utility values for ‘
possible outcomes of attribute y and 2z, and asks the
decision maker from which viewpoint he prefers to see the
utility graph (fig. 3.17 - 3.18). Then, depending on the
response, it draws one of eight graphs (here reflecting the

results of the example session answers for the mutual

utility independent case) (fig. 3.19 - 3.26). The other

possibilities for utility independence is utility )

0 DUTORORONO LG (]
'-‘!'».‘r'.'-n.»h'.‘.',‘n‘.'n'?h'v't oW
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Figure 3.16 Indiference Point Selection

' In terms of the (HOURS , DOLLARS ) outcome,

what values of HOURS (?) and DOLLRARS (%)
: will make you indifferent between the c.e. and the lottery?
-~ Value of HQURS : 39
‘ Value of DOLLARS : 280

‘A

W ) ey . . un . . . R . .
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Figure 3.17 Representation of Viewpoints h

d
)
: This picture represents the viewpoints from which you
q can look at your utility function.
1) front 3right Slback 1left
2)front-right 4lback-right €&lkack-left 8)front-left
Hit the § Copy key to get a hard Copy of the picture.
Hit any key followed by return to continue:
; UTILITY
ST SN +
7 3
i ! H
J ! :
p : . DOLLARS
d 3 ] 2 ]
prmmmmmsmonoeooeee bomoeoos b R y :
| SRR N7 N— ;
§ Lol HOURS
e ; |
)




Figure 3.18 Viewpoints Offered

Please indicate your choice of viewpoint for the utility graph.
1) front 3right S)bkack 7lleft
2ifront-right dlback-right 6lback-left 3)front-left 9quit

choice:

AOAU)
‘A' I“‘AQ
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Figure 3.19 Viewpoint 1 (Example Session) o

- A - - %
o

-
.-
X g

Rt S

v

-
-

N

OO OO OB ' N RV TT TP PR ey A S p S PR A o ®
L o T 0 T N Ay 1 e R s T AR T e UL




47 W

Figure 3.20 Viewpoint 2 (Example Session) -
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Figure 3.21 Viewpoint 3 (Example Session)
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Figure 3.22 Viewpoint 4 (Example Session)
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Figure 3.23 Viewpoint 5 (Example Session)
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Figure 3.24 Viewpoint 6 (Example Sessiom)
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Figure 3.25 Viewpoint 7 (Example Session)
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Figure 3,26 Viewpoint 8 (Example Session)
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independence in one direction (either direction), or no

utility independence for the attributes.

3.2.2 Utility Independence in One Direction

If the responses for only one of the two attributes are
all equivalent (say for dollars) then the utility program
informs the decision maker (fig. 3.27) and obtains the
values necessary to develop the three marginal utility
curves (fig. 3.28 - 3.30). These curves are then combined
in the manner previously indicated (section 2.3.3) for
attributes utility independent in one direction. If none of
the previously mentioned properties exist, the fourth case,

of no utility independence between attributes, is chosen.

3.2.3 No Utility Independence
This case is indicated by non-equivalence of the
certainty equivalents obtained by asking the first ten
lotteries. Keeney (1976), however, has indicated it may be
possible to avoid taking a direct assessment approach
immediately by either transforming the problem attributes
into ones which do exhibit a form of utility independence,
or by decomposing the attribute ranges into subsets over
which wutility 1independence properties hold (fig. 3.31).
(Keeney 1976)
If the decision maker chooses the first option, he is

expected to provide the transformed attributes and rerun the

S g R

i i B>

0
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Py Sapcouyay ~aue—ar—p 4

Figure 3.27 Utility Independence One Way Indicated
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Since your responses indicate that DOLLARS are g
utility independent of HOURS , ﬁ
your utility function can easily be assessed by developing :
three marginal utility curves for the attributes. To do this,
you will be shown additional lotteries for which you must 3
enter your certainty equivalents. {
Ay
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4
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Hit any key followed by return to continue:
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Figure 3.28 C.E. for Money Marginal Utility Curve Determination

In terms of the (HOURS , DOLLARS ) outcome,
please enter your value for the "?": 230

n
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Figure 3.29 C.E. for Time Marginal Utility Curve Determination ¥
(at Money . ) T

-

In terms of the (HOURS , DOLLARS ) outcome,
please enter your value for the "?": 20
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Figure 3.30 C.E. for Time Marginal Utility Curve Determination
e
(at Mon ymax)
In terms of the (HOURS , DOLLARS } outcome,
please enter your value for the “?": 7@
[ Ix T . Ty '
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Figure 3.31 No Utility Independence Indicated

Since your responses indicate that the attributes are not at all
utility independent, there are three possible approaches to
assessing utility values for the attributes. The first approach
requires you to rerun the utility program using transformed
attributes which may exhibit utility independence. The second
approach requires decomposing the attribute ranges and

then assessing the utility function ouer these decomposed
ranges, which may be utility independent. Further guidance on
this option is provided when yYyou choose it. Finally, the

last approach requires you to indicate your utilities directly
for different combinations of attributes. Since this is the
most difficult option to perform, it is recommended you try

one of the other two if possible.

Please indicate which option you want.
1) Use transformed attributes.

2) Decompose the attribute ranges.

3) Direct assessment.

Choice: 2

[P MO Pl )
AR A TN

(]
.“|'l“‘.“b LY



program {(the program automatically restarts). If he chooses

to decompose the ranges, an explanatory paragraph gives an
example of how to do this (fig. 3.32) and he is offered a
chance to view his previous responses to the 1initial ten
lotteries (the answers are of the same form as those
presented during the consistency check). The utility
program is then restarted. Should the decision maker choose
the direct assessment option, he is warned about its
difficulty and told how to proceed (fig. 3.33). After that,
he is shown ¢thirty six consequences over the attribute
ranges for which he must give his utility directly (fig.
3.34 - 3.39). In both the wutility independent in one
direction and no utility independence cases, the same
viewpoints and graphs of the utility function are offered.
To show the applicability of even a simple two-
attribute utility program to a prototypical problem, we were
assisted by two Air Force officers from the 24th Air
Division, Griffiss AFB. They allowed us to assess their
utilities for tactical mission planning outcomes and the

sessions are recorded in the next section.

......
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Figure 3.32 Decomposition of Ranges Chosen
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W e

Decomposing the attribute ranges should be done if there

is indication of utility independence over a subset of the range.
This is indicated by having a constant certainty equivalent for
an attribute even when the other attribute’s value varies. For
example, if your certainty equivalent for attribute one (ranging
from, say, 8 to 108) is always constant (say, 60) over a subrange
(say, less than 3508) of attribute two (ranging from, say, 200 to
490) , then a good place to subset the range would be from 200 to
350 and 350 to 400. Thiz way, over the 200 to 350 range, some
utility independence properties will hold.

Would you like to see your original answers again?
1) yes

2) no

Choice: 2

Please indicate which operation you want to perform,

1} Return to options menu. ’f.;
2) Perform the analysis over a subset of ranges. :.f
Choice: 1 .

AR
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Figure 3.33 Direct Assessment Chosen

This procedure is difficult to perform because it is te-
dious, and you must have a good feel for your preferences, You
will be asked to assign a number from O to 1.0 to a variety of
outcomes. Please think carefully about your choices.

Hit any key followed by return to continue:
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Figure 3.34 Direct Assessment Points 1-6

Based on the scale below, please enter the number you feel
indicates the worth of the following outcomes. The number
entered may be real or integer between and 1ncluding @

through 1.8.

(TIME , MONEY
( @,
¢ 2e,
( a@,
{ 60,
( 80,
( 100,
o
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Figure 3.35 Direct Assessment Points 7-12
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Figure 3.36 Direct Assessment Points 13-18

(TIME , MONEY )
( e, 240) 1 0.3
( 20, 240) 1 0.4%
( 40, 240) 1 0.6
( 60, 240) : 0.7
( 8o, 240) : 0.75
( 100, 240) : 0.8
o 0.8
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Figure 3.37 Direct Assessment Points 19-24
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\ ( 9, 268) : 0.4
( 2e, 260) 1 0.5%
( 40, 260) 1 0.7

v ( 60, 260) 1 0.8

X ( 80, 260) 1 9.85

' ( 100, 260) : 0.9
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Figrue 3.38 Direct Assessment Points 25-30

289)
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289)
280)
280)
28e9)

8°83%




ﬁ.’l.r’l.“l', 4 g

Figure 3.39 Direct Assessment Points 31-36
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(TIME , MONEY )

€ o, 300) : 0.3

( 20, 300) 1 0.65

( 0, 300) : 0.8

( 60, 309) : 0.9

¢ 80, 300) 1 0.935

( 108, 300) : 1.0
o] 0.8 i.0
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4. APPLICATION TO MISSION PLANNING
This section describes an attempt to determine the
utility graphs of two Air Force mission planners. The
process is described via figures of the computer screen
taken during the utility assessment session. A five step
approach is followed, in conjuction with running the

program, to perform the utility assessment.

4.1 Problem Discussion

The idea for applying the utility program to mission
planning arose from some research work being done for Rome
Air Development Center (RADC) at Griffiss AFB. There, 1in
the Decision Aids Section, a decision aid is being developed
to determine mission success based on a mission’'s
probability of arrival (Pa) to a target, and its probability
of destruction (Pd) of the target. The Pd for a mission is
readily available from the Joint Munitions Effectiveness
Manual, but the Pa is a fairly subjective assessment arrived
at from intelligence estimates of enemy threat. Since the
problem was characterized in this fashion, we decided it was
an ideal one for the utility program.

The two officers whose utilities were assessed were
Major Rand Case and Major Robert Stan. Both men had prior
experience in the mission planning area and are currently

assigned to the 24th Air Division, Live Exercise Division at

-
h

S %S

-

oy, v A T LN .‘.l.'I-’."rl’-".t,'-,-r-'
ALY TR W A A A e D AR A Y TRV



-
"

70

Griffiss AFB. To assess their utilities, the five step !

process outlined by Keeney (Keeney 1976, p. 261) was used.

L a

4.2 Five Step Assessment Procedure

This procedur~ gives a systematic approach for assessing

utility, but there is no guarantee that following 1t results

oy WW PV

in a correctly assessed utility function. The chances of
: having a correctly assessed function increase if an

experienced analyst elicits the information from the

decision maker »r the decision maker is sufficiently

PR S
4 a4 p

informed and comfortable with the ideas behind multi- .

.;—--“‘

attribute utility theory. Since both officers were somewhat

- -

familiar with the concept, and the computer program provided

the format to follow, the author hopes that my inexperience

L 'V}ﬂ

as an analyst did not totally prejudice the process.

|,

Following the five step process, we proceeded as follows.

4.2.1 Introduce Terminology and Ideas

Both officers were present at this part. We stressed

A0 AR

that it was not the kind of a problem where either of thear

preferences were right or wrong, merely an indication of how

they felt about the problem at hand. We then asked if it

dalsss N

was reasonable to characterize t.e problem of assigning b
missions as being dependent on the two attributes Pa and Pd.
Both men felt it could be broken down into consequences of !

this nature, but that while Pd was easily obtainable, Pa was

flm

- - o« oW

A s M e e e Rt Wt N T N S A \.‘-\."\.' T "1."\." "‘\"\ % LG
T A AN AN N N TN % . NN oo y



R ] PR TN TG ) YUK TR TON AR N (A ¢ pb poih B8

71

still a fairly ethereal concept. Both agreed, however, that
if Pa could be determined, it would indicate, along with Pd,
the mission’s worth.

Since both men were familiar with the concept of
utility, we only had to familiarize them with the specific
terminology of the computer program as outlined in section
2.1. We also ran through an example session of the program
so they could see how it operated. We then asked Major Stan

to sit aside while we worked with Major Case.

4.2.2 Utility Assessment for Mission Planner 1

To find the ranges of Pa and Pd over which to assess
his utility, we asked him if there were some value of Pa and
Pd below which he would never assign a mission. He said it
depended on the mission, and we asked him to think of a
specific type. He said fire suppression. His determination
was that no mission should be sent without at least a 45%

chance of arriving and a 25% chance of destroying the target

(fig 4.1). This meant the consequence -- in terms of (Pa,
Pd) -- for the least preferred was (45, 25) and most
preferred was (100, 100). The next step was performed by

the utility program.
Identify Relevant Independence Assumptions.
Major Case answered the initial ten lotteries (fig. 4.2

- 4.11). During this process, both he and Major Stan had

some problems. Initially, both officers wanted to enter the
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Figure 4.1 Attribute Information

Plaase enter your first attribute. If the atiribute is over
1B characters long, please abbreviate it to be 19 characters.

attribute name: PARRIVE
What units i3 this attribute measured in?: PA

Pleaze enter the least and most preferred values this attribute
can be -- (to the nearest whole number).

least preferred: 45
most preferred: 100

Please enter your second attribute. RAgain, please insure it
does not exceed 10 characters in length.

attribute name: PDESTROY
What units is this attribute measured 1n?: PD

Please enter the least and most preferred values this attribute
c3n have -- (to the nearest whole number).

least preferred: 2S5
most preferred: 100

72
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Figure 4.2 Lottery for Pa at Pdmin M 1)
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Figure 4.3 Lottery for Pa at Pd (MP 1)
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Figure 4.4 Lottery for Pd at Pamax (MP 1)

In terms of the (PA , PD ) outcome,
please enter your value for the question mark: 58
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Figure 4.5 Lottery for Pa at Pd 25 (MP 1)

In terms of the (PA , PD ) outcome,
please enter your value for the question mark: 35
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Figure 4.6 Lottery for Pd at Pa 50 (MP 1)
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Figure 4.8 Lottery for Pa at Pdmax ( )

In terms of the (PA , PD ) outcome,
please enter your value for the question mark: 60
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Figure 4.9 Lottery for Pd at Pamin (MP 1)

In terms of the (PA , PD ) outcome,
please enter your value for the question mark: 50
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Figure 4.10 Lottery for Pa at Pd 75 (MP 1)

In terms of the (PA , PD ) outcome,
please enter your value for the question mark: 79
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Figure 4.11 Lottery for Pd at Pa 75 (MP 1)
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least preferred alternative as the certainty equivalent,
because they said they'd already indicated it was the
minimum acceptable amount. We had to reemphasize the nature
of the lottery being offered. We told them the worst they
could do was get the least preferred alternative, so how
! much more would they have to get for certain before they

were willing to give up a 50% shot at the most preferred

alternative. Stated this way, they quickly realized the
é intent of ‘he lottery. Major Case’s data indicated that Pd

was utility independent of Pa (fig. 4.12).

Assess Conditional Utility Functions and Obtain Scaling

Constants.

Three points were elicited to develop the conditional
functions and scale the utility values (fig. 4.13 - 4.15).
After this, the eight different views of the utility graph
were plotted for him to see (fig. 4.16 - 4.23).

Consistency Checking.
Major Case felt more comfortable being able to express
his preferences in words (as did Major Stan). He was

uncomfortable with some of his answers to the lotteries, but
was fairly confident the graphs showed his intentions to
give values for Pd without being influenced by Pa. Specific
comments on the technique by Major Case are included 1in

section 4.2.4.
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Figure 4.12 Utility Independence One Way Indicated (MP 1)

Since your responses indicate that PD are

utility independent of PA ’

your utility function can easily be assessed by developing
three marginal utility curves for the attributes. To do this,
you will be shown additional lotteries for which you must
enter your certainty equivalents.

Hit any key followed by return to continue:
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Figure 4.13 C.E. for Pd Marginal Utility Curve Determination (MP 1)

In terms of the (PR , PD )} outcome,
please enter your value for the “?*: 50
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Figure 4.14 C.E. for Pa Marginal Utility Curve Determination (at Pdmin)
MP 1)

In terms of the (PA ., PD
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Figure 4.15 C.E. for Pa Marginal Utility Curve Determination (at Pd___)
P 1) max

o In terms of the (PR , PD ) outcome,
please enter your value for the "?*; 50
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Figure 4.16 Viewpoint 1 (MP 1)
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Figure 4.17 Viewpoint 2 (MP 1)




Figure 4.18 Viewpoint 3 (MP 1)




Figure 4.19 Viewpoint 4 (MP 1)
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Figure 4.20 Viewpoint 5 (MP 1)
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Figure 4.21 Viewpoint 6 (MP 1)
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Figure 4.22 Viewpoint 7 (MP 1)
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4.2.3 Utility Assessment for Mission Planner 2
Major Stan felt uncomfortable with the idea of setting
limits for Pa and Pd without knowing the specific mission,
as well. We asked him to think in terms of a specific
mission type as well, which made him feel better. His least
preferred consequences in terms of (Pa, Pd) was (60, 50) and
most preferred was (100, 100), (fig. 4.24).
~; Identify Relevant Independence Assumptions.
KN Major Stan's answers to the first ten lotteries (fig.
! 4.25 - 4.34) showed a possible inconsistency in his
e certainty equivalents for Pd (fig. 4.35). When asked by the
e program if this was intentional after being shown his
responses for the attribute certainty equivalents, he felt
it was; since at higher values of Pa his feelings about Pd
) changed (fig. 4.16). This resulted in no utility
independence properties being present for the attributes
N (fig 4.37). He chose to try to decompose the attributes,
"\, and after viewing his original responses (fig. 4.38 - 4.40)
, saw that Pa remained constant over all lower values of Pd
_? and only went down once the most preferred consequence of Pd
. was reached. So, he indicated he’d like to perform the
analysis over a subset of the ranges (fig. 4.41).

This time, his consequence space for Pd changed. The

least preferred outcome remained constant, but he felt that

- -

his preferences for Pa would only remain constant while Pd

was 90X or less. Therefore, his utility was assessed over
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Figure 4.24 Attribute Information (lst try, MP 2)

Please enter your first attribute. If the attribute is over
10 characters long, please abbreviate it to be 18 characters.

attribute name: PARRIVE
What units i3 this attribute measured in?: PA

Please enter the least and most preferred values this attribute
can be == (to the nearest whole number).

least preferred: 60
most preferred: 100

Please enter your second attribute. Rgain, please insure it
does not exceed 10 characters in length.

attribute name: PDESTROY
What units is this attribute measured in?: PD

Plesse enter the least and most preferred values this attribute
can have -~ (to the nearest whole number).

least preferred: 50
most preferred: 190
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Figure 4.25 Lottery for Pa at Pd min (lst try, MP2)

In terms of the (PA , PD ) outcome,
pleas2 enter your value for the question mark: 80
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Figure 4.26 Lottery for Pa at Pd 50 (lst try, MP 2)
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Figure 4.27 Lottery for Pd at Pamax (lst try, MP 2)

3 In terms of the (PA , PD ) outcome,
e please enter your value for the question mark: 88
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Figure 4.28 Lottery for Pa at Pd 25 (lst try, MP 2)

In terms of the (PR , PO ) outcome,
please enter your value for the question mark: 80
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Figure 4.29 Lottery for Pd at Pa 0 (lst try, MP 2)

5

In terms of the (PA , PO ) outcome,
please enter your value for the gquestion mark: 88
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Figure 4.30 Lottery for Pd at Pa 25 (lst try, MP 2)
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' In terms of the (PA , PD ) outcome,
! please enter your value for the question mark: 9%
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Figure 4.31 Lottery for Pa at Pdmax (lst try, MP 2)

In terms of the (PA , PO ) outcome,
please enter your value for the question mark: 79
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{ Figure 4.32 Lottery for Pd at Pamin (lst try, MP 2)

In terms of the (PR , PD )} outcome,
please enter your value for the question mark: 935
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Figure 4.33 Lottery for Pa at Pd 75 (1st try, MP 2)

In terms of the (PA , PD ) outcome,
please enter your value for the question mark: 80




Figure 4.34 Lottery for Pd at Pa 75 (1st try, MP 2)

In terms of the (PR , PD ) outcome,
please enter your value for the guestion mark: 88
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Figure 4.35 Possible Inconsistency Indicated (lst try, MP 2)

N
Aui
In terms of the (PR , PD ) outcome, since
. your responses for PDESTROY all fall within 5 percent of the average,
i please carefully reconsider your previous answers. You will
vV need to determine if the attribute values should be changed to a
. common value, and if 30, which one. (NEXT SCREEN)
g
r,
' Hit any key followed by return to continue:
i
'd
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Figure 4.36 Previous Responses for Pd C.E.'s (lst try, MP 2)
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Please enter the number corresponding to your choice.
1) Change previous answers to a common one.
2) Leave answers as is.

100,
8e,
79,
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Choice: 2
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Figure 4.37 No Utility Independence Indicated (lst try, MP 2)

Since your responses indicate that the attributes are not at all
y utility independent, there are three possible approaches to
assessing utility values for the attributes. The first approach
requires you to rerun the utility program using transformed
. attributes which may exhibit utility independence. The second
" approach requires decomposing the attribute ranges and
then assessing the utility function over these decomposed
ranges, which may be utility independent. Further guidance on

ot this option is provided when you choose it. Finally, the

Y last approach requires you to indicate your utilities directly
Y for different combinations of attributes. Since this is the

e most difficult option to perform, it is recommended you try

I one of the other two if possible.

Please indicate which option you want.
1) Use transformed attributes.

2) Decompose the attribute ranges.
o 3) Direct assessment,
a Choice: 2

ot
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Figure 4.38 Decomposition of Ranges Chosen (1st try, MP 2)

Decomposing the attribute ranges should be done if there

is indication of utility independence over a subset of the rance.
This is indicated by having a constant certainty equivalent for
an attribute even when the other attribute’s value varies. For
example, if your certainty equivalent for attribute one (ranging
from, say, @ to 190) is always constant (say, 68) over a subrange
(334, less than 3%9) of attribute two (ranging from, say, 200 to
400) , then a good place to subset the range would be from 269 to
3%0 and 250 to 400. This way, over the 208 to 350 range, some
utility independence properties will hold.

Would you like to see your original answers again?
1) yes
2) no
Choice: 1
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Figure 4.39 Previous Responses for Pa C.E.'s (lst try, MP 2)

These are the choices made for PARRIVE

by varying PCESTROY in terms of the

(PA ,» PD )] outcome:

¢ 29, S6) ~ [9.5( 189, S8) ; 8.5 68, <31
( €9, 7S) ~ (8.5 109, 7Sl ; 9.5C 60, 7511
( 89, 63) ~ [0.5( 100, 63) ; 9.S5( é0, 6311
¢ 70, 199) ~ [0.5( 18, 160) ; 9.5( 68, 160))]

8@, 38) ~ {0.5( 100, 88) ; 8.5( €8, 88)2

Hit any key followed by return to continue:
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Figure 4.40 Previous Responses for Pd C.E.'s (lst try, MP 2)

(Y,

' These are the choices made for PDESTROY
pY: by varying PARRIVE in terms of the
4

(PA , PD ) outcome:
( 1838, g8) ~ (9.S( 189, 100) ; 9,51 100, 5831
N ( 88, €8) ~ {3.5( €8, 100) ; 0.5( 89, SO))
:}, { 70, 95 ~ (0.5 79, 1@@) ; 8.5( 78, SO)1

" ( 60, 9S) ~ [0.5( 60, 106)

; 8.5 68, S@)
K ( %9, 83 ~ [08.5( 90, 100) ; 0.5( 98, @)1

o Hit any key followed by return to continue:
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Figure 4.41 Decomposition of Ranges Rechosen (lst try, MP 2)

Please indicate which operation ycu want to perform.
1) Return to options menu.

2) Perform the analysis over a subset of ranges.
Choice: 2
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this lesser range (fig. 4.42). Now his responses to the ten
lotteries (fig. 4.43 - 4.52) indicated that Pa was utility
independent of Pd (fig. 4.53).

Assess Conditional Utility Functions and Obtain Scaling

o Constants.

g After answering the questions used to build the
$ conditional utility curves (fig. 4.54 - 4.56), his graphs
ﬁ were presented for him to see (fig. 4.57 - 4.64). He was
?5 curious about how they could be used in an actual problem.
n

We explained how they could be compared between mission
planners and actual mission success to see which was the
4 best representation of wutility, or how they could be
" continually reassessed over time, depending on changing
X conditions, and the progression of a decision maker’s
s preferences over time could be traced. Finally, the graph
represents information which will tell a decision maker
immediately if he prefers an outcome of (70, 80) or (75,
i 75).

< Consistency Checking.

$ Major Stan felt good about the program’s ability to
reflect his preferences. However, it was difficult to ask

1, specific questions about preferring particular outcomes

-‘_'",.' B

which were close together on the utility graph because of a

-~

-

perspective distortion. This is a major critique item in

P -
Cv Tw T e

the next section.
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Figure 4.42 Attribute Information (2nd try, MP 2)

Please enter your first attribute. If the attribute is over
10 characters lcng, pleaze abbreviate it to be 10 charicters.

¥
[}
: attribute name: PARRIVE

Z-; What units is this attribute measured in?: PA

Please enter the least and most preferred values this attribute
can be == (to the nearest whole number).

least preferred: 60
most preferred: 100

P

Please enter your second attribute. Again, please insure 1t
does not exceed 10 characters in length,

attribute name: PDESTROY

-~ . o o

What units is this attribute measured 1n?: PD

C e -

Please enter the least and most preferred values this attribute
can have == (to the nearest whole number).

o

least preferred: TO
, most preferred: 99
Hit any key followed by return to continue:

o
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Figure 4.43 Lottery for Pa at Pdmin (2nd try, MP 2)
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Figure 4.44 Lottery for Pa at Pdmin (2nd try, MP 2)

In terms of the (PA , PD ) outcome,
please enter your value for the gquestion mark: 80

(D R T R, T30

n

»




| - ’

Figure 4.45 Lottery for Pd at Pamax (2nd try, MP 2)
In terms of the (PA , PO ) outcome,
please enter your value for the question mark: 78
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Figure 4.46 Lottery for Pa at Pd (2nd try, MP 2)

.25

In terms of the (PR , PD ) outcome,
please enter your value for the question mark: 99

on
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Figure 4.47 Lottery for Pd at Pa 50 (2nd try, MP 2) r

In terms of the (PR , PO ) outcome,
please enter your value for the question mark: 78
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Figure 4.48 Lottery for Pd at Pa 25 (2nd try, MP 2)

In terms of the (PR , PD ) outcome,
please enter your value for the question mark: 88
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Figure 4.49 Lottery for Pa at Pdrnax (2nd try, MP 2)

In terms of the (PA , PD ) outcome, (M
please enter your value for the question mark: 80 N
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Figure 4.50 Lottery for Pd at Pa

In terms of the (PA

, PO

m

in

(2nd try, MP 2)

) outcome,

please enter your value for the question mark: 85
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Figure 4.51 Lottery for Pa at Pd 75 (2nd try,

In terms of the (PA » PD ) outcome,
please enter your value for the gquestion mark: 80

n
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Figure 4.52 Lottery for Pd at Pa 75 (2nd try, MP 2)

In terms of the (PA , PD ) outcome,
please enter your value for the question mark: 78
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Figure 4.53 Utility Independence One Way Indicated (2nd try, MP 2)

Since your responses indicate that PA are
utility independent of PD P
your utility function can easily be assessed by developing
three marginal utility curves for the attributes. To do this,
& you will be shown additional lotteries for which you must
N enter your certainty equivalents.

Q Hit any key followed by return to continue:
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Figure 4.54 C.E. for Pd Marginal Utility Curve Determination (at Pamin)
(2nd try, MP 2)

In terms of the (PA , PD ) outcome,
please enter your value for the “?": 80

1
(]

184

Y

in

| [ 1% I b |




128

Figure 4.55 C.E. for Pa Marginal Utility Curve Determination (2nd try,
MP 2)

In terms of the (PA , PO ) outcome,
please enter your value for the "?": 80
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Figure 4.56 C.E. for Pd Marginal Utility Curve Determination (at Pa x)
(2nd try, MP 2)
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In terms of the (PA , PD ) outcome,
please enter your value for the “?": 55
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Figure 4.57 Viewpoint 1 (MP 2)
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Figure 4.58 Viewpoint 2 (MP 2)




Figure 4.59 Viewpoint 3 (MP 2)
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Figure 4.60 Viewpoint 4 (MP 2)
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Figure 4.61 Viewpoint 5 (MP 2)
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Figure 4.62 Viewpoint 6 (MP 2)
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Figure 4.63 Viewpoint 7 (MP 2) Vil
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Figure 4.64 Viewpoint 8 (MP 2)
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4.2.4 Comments and Critiques

Both officers were impressed with the potential of
multi-attribute utility theory. Major éase. in particular,
had previously worked at trying to elicit preferences from
Tactical Air Force personnel, and was appreciative of the
structure the program lent to the process.

They both were <concerned, however, over the
subjectiveness of the Pa attribute. An accurate model to
estimate Pa would have to be developed before reliance could
be placed on using it as an attribute.

Both officers commented on how they preferred a
technique which was representative of an individual’s
preferences. It seems some expert systems are being
developed which are not powerful enough to assess situations
as well as humans, so nobody agrees with them. Multi-

-
attribute utility theory is flexible enough to be used 1in
these instances since rather than tell a decision maker what
to do, it merely maps his preferences for him.

The biggest problem, however, was one of information

portrayal. If, for example, the graphs had been presented
on a touch screen, it would have been possible to map points
on the graph back to a specific utility. As it is now,
perspective effects make it difficult to find actual utility !
value points. g

v2la FASASENY I

m&"'ﬁ " Vip Py 0% 7
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5. CONCLUSION
During the development of, and application of, the
utility assessment graphics program, a number of areas were
uncovered which need modification or expansion. Even so, we
feel the program has merit as a tool for practical problems

of choice involving only two attributes.

5.1 Extensions and Areas for Further Research

Based on our experience in developing and applying the
two-attribute utility program, the following areas are those
further work is needed.

The first extension is more of a modification. During
the course of the project, we grew increasingly frustrated
by the lack of flexibility of the DI-3000 graphics package
(in particular with the contouring package). Because the
specific application it was designed for was terrain
contouring, it was difficult to accomplish many things a
more generalized graphics package would provide. Also, as
mentioned earlier, hardware which allows user interaction
(such as a touch screen, mouse, or joystick) for finding
utility values would prevent the perspective distortion
effects.

As for the program itself, its major areas of
additional work required are in the incorporation of more
pre-specified utility functions and consistency checking. A

consistency check for decision makers forced to use the

h’ﬁ‘fM‘&?d&"&'ﬁaﬂ'ﬁ !'.r !.ﬂ o 'l:"ﬁ,;.f.; L AN \'f.;.f,;«(:'d'.'iﬁ'-" :
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1
e‘
4
direct assessment option is desperately needed since the KX
process is so difficult to perform. A consistency checking m;
G
U
routine after the program is completed would be a nice |$
£,
feature also. Since we mentioned the difficulty of direct lﬁ
assessment, we shall reiterate the need for a procedure '2
I‘.‘
§
which helps the decision maker focus in on the two-attribute *
)
‘]
certainty equivalents that are required for scaling the e
attributes. Q'
>
There are also problems with the scale of the utility K
0 t
axis on the utility graphs. They range from 0 to 10 instead tﬁ
of from 0 to 1. This was due to the automatic labeling 3@
R
function of the Contouring Package. Any future work should E\
insure the axis is labeled according to the 0 to 1 scale. ¢
As a final extension, we would recommend the '$;
.:
incorporation of fuzzy attributes into the consequences. f%
)
Particularly in the case of mission planning, the use of a iy
fuzzy number for Pa is much more realistic. Good articles é
" a
on the topic of fuzzy decision analysis are (Litchfield W
\
)
1976) and (Tong 1979). Uy
W]
5
5.2 Concluding Remarks eﬂ
N
i
By now the benefits of multi-attribute utility theory, N,
even limited to the two-attribute case, are evident. The iﬁ
Ay
ability to break a problem down into smaller ones has long -
been advocated as a way of making it easier to solve (i.e., ;!
divide and conquer). In the same way, the use of this ;B
M
o
0
L}
’
¢
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methodology to develop a decision maker’s utility is made

simpler by the exploitation of the four possible utility
independence properties. As is shown by the application of
even the simple program developed here to a real world
problem, multi-attribute utility theory forces a decision
maker to view a problem in the structured, consistent
fashion necessary to help him achieve a set of consequences
and their respective  utilities. Once he has these
utilities, to make the best decision, he has only to
maximize expected utility to determine which alternatives to
choose.

In regard to what this project has meant to the author;
it has been a progression towards a fuller understanding of
the range and depth of utility theory This project has
deepened her perception of the field of decision analysis in
general, and has been a natural extension to her previous
work in the Decision Aids Section of RADC. As an Air Force
officer, being able to see the results of applying the
utility assessment graphics program to a real world problem
has been rewarding and the knowledge gained from this
experience can be used in future assignments. Finally, from
a computer systems standpoint, the ability to learn a new
editor and operating system (VAX 11/780), as well as using =a
graphics package with which no previous experience was had,

has given the author an advantage in her next assignment

since their use will be required.
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Program draw(input, output):

label
restart;

const
attsize = 10;
wrdsize = 40;
stsize = 4;

type

attribute = packed arrayll. attsizel of char;
wordstr = packed arrayll.. wrdsizel of char;
parray = packed arrayll.. stsizel ot char;
sarray = varyinglstsizel of char;
range = integer;
lotrecord = record

attridb : attribute;

pos : range;

ans : range)
end;
tarray = arrayCi.. 101 of lotrecord;
gtable = packed arrayli..11,1..11) of real;
worldarray = packed array(l..3] of real;
Jstarray = array(l. . 2] of integer;

var
i : integer:
attridbutel, attribute2 : attribute:
minimuml, minimum2, maximuml, maximum2 : range;
lottable : tarray;
tdellen, zratmin,
ydellen, gyratmin,
xdellen, xratmin, yb, zd, yc. zc : real:
wldmin, wldmax, eye, at, taxsbeg.
taxsend, 1deltik, dellad. :delbas.
tdelpln, zskpval, yazsbeg,
yaxsend, ydeltik, ydellab, ydelbas,
ydelpln, yskpval. xaxsbeg.
saxsend, xdeltik. xdellab. xdelbas.
xdelpln, zxskpval : worldarray;
1labyst, ylab st, xladbyst : jstarray;
inminor, z2lablég, ynminor, ylablég,

xnminor, zlablfg : integer;
go_on : boolean;
rerun_option : integer;

attiscale, att2scale : attribute;

{ These procedures are external to this program. They are written in }
{ Fortran, and resident in the DI3000 Software Craphics Package under )
{ VAX/VMS.

procedure JHSTRO(Ustdescr wstrg : wordstr); extern;
procedure JFONT({i : integer); extern;

procedure JJUUBT(i,) : integer)) extern;

procedure JSIZE(x.y : real)s extern;

procedure JOPEN; extern;

procedure JROPEN(i : integer); extern;

LA
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procedure JRCLOS(i integer); extern;
procedure JFRAME; extern;
procedure JCOLOR({ integer); extern;
procedure JLSTYL(i integer); extern;
procedure JLWIDE(i integer); extern:
procedure JCLOSE; extern;
procedure JBECIN; extern;
procedure JDINIT(i integer); extern;
procedure JDEVON(i integer); extern;
procedure JVSPAC(w: x.y, 2 Teal); extern;
procedure JVPORT(w, x.,y, 2 Teal); extern;
procedure JWINDO(w, x,y, 2 Treal); extern;
procedure JMOVE(x.y real); extern:
procedure J3MOVE(x,y,z real); extern:
procedure JPLANE(x,y, 12 real); extern:
procedure JBASE(x,y,z real): extern;
procedure JDRAW(X, y real); extern;
procedure JPAUSE(1i integer); extern;
procedure JSSINI; extern:
procedure JSSPRO(M, n, e, a : worldarray); extern;
procedure JSSAXS(m, n : worldarray; 2 real; a integer; o : worldarray;
y : Teal; b integer; h Jstarray;
P q. T s : worldarray); extern;
procedure JSSM1(g gtable; i, J, k integer; m, n, o0, p real;
q : integer; r : real); extern;
procedure JDEVOF(i : integer); extern;
procedure JDEND({ integer); extern;
procedure JEND:; extern;

{ This is & macro to clear text from the dialog area )}

procedure HOME_N_CLEAR; extern;

CRB IR0 300050000 0303000 030000 304000 3045 320 35 3 22300 3020 040 300 20 30 00 30 0 400 00 A 000 2043030 0046 463 00 0 36 0 R )

{= L2
{# INITCRAPHICS initializes the graphics devices used. #)
{» *)

(HBBRBARRBRERRRRBRRERERBRERRRERR AR RERBRRARRRBBRRBR RS G SR ERBBRRR R RERRRERRRRS)
procedure INITORAPHICS:

begin
JBEGIN;
JDINIT(1):
JDEVON(1);
JVSPAC(~-1.0. 1.0, =0.7- 0.7)
JVPORT(~-1.0, 1.0, -0.7, 0.7)
JWINDO(O. 0, 100.0, 0.0, 70.0):
end; {INITCGRAPHICS)

(HRBBBBEBRBR RN RSN GRBBRSRRBEBRRBRSBEER BB R BEREBEBBRBER S BB RERRREBEBBRREBRER)

{» »)
{#+ ENDGRAPHICS deactivates the graphics devices. *)
(= *)
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procedure ENDGRAPHICS:
begin
JDEVOF (1),
JDEND(1);
JEND:
end;

I3 33T S0 A2 30 J6 63 ST A0 36 IS 166 3 33 IS A6 A6 663 T A6 8 A A U6 4 35 B R R )

{# *)
{# PUTVAL writes vall and val2 in the position determined by x and y. *)
(# Values are surrounded by parentheses and separated by a comma. *)
{» *)

B T X L o e o
praocedure PUTVAL(x, y : real; vall, val2 : parray);
begin
JMOVE(x, y)i
JHSTRG(%Zstdescr ‘(‘);
JMOVE(x + 1.0, y);
JHSTRG(/stdescr vall);
JMOVE(x + 11.0, y);
JHSTRG(%Zstdescr ‘. )i
JMOVE(x + 13.0, y);
JHSTRG(Zstdescr val2);
JMOVE(x + 23.0, y);
JHSTRG(%stdescr ‘) ‘);
end; <PUTVAL)}

C I8 6001033010 T30 3303 302 30 36 303030 3 T30 3630 336 T3 36 30 08 S 60 690 3636 48 3 26 S 360 30 330 363 33 36 A3 3 606346 96 06 3 3 3 0 % )

{» *)
{# PUT1VAL puts vall in place surrounded by parentheses, and val2 in a )
(# different place, also surrounded by parentheses. *)
{» )

e 2222222 LRSS 2T A S TS LYY YT EY TR NN Y R AR TR R Yy S
procedure PUTIVAL(x, y : Teal:; vall, val2 : parray);
begin

JMOVE(x, y);

JHSTRQ(%Zstdescr ('),

JMOVE(x + 1.0, y);

JHSTRG(%stdescr vall);

JMOVE(x + 11.0, y);

JHSTRG(Zstdescr ') ‘)i

JMOVE(x, y = 30.0);

JHSTRG(Zstdescr ‘(')

JMOVE(x + 1.0, y - 30.0);

JHSTRG(%Zstdescr val2);

JMOVE(x + 11.0, y - 30.0);

JHSTRG(%stdescr ‘) ’);
end; {PUT1VAL)

{HARRBRRARRBBREBEBBRBEBRRBRRBRRRREERBERBRRERBRRRBRRR GRS RRERHRE R RSRRRRRRE)

{» *)
{#» CONVERT performs the conversion necessary to change an integer into a #)
(# string equivalent which can be printed by the JUHSTRG procedure. *)

{(» *)
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procedure CONVERT(intger : integer; var wrd . parray);
var
temp @ sarray;
begin
temp = DEC(intger. stsize. 1): {DEC is & predeclared pascal function)
wrd = temp;
end; {(CONVERT}

{RRNBERBBRR RSB BRRREBERABHRSRERRRRERRB AR RSB RRREREBRGBRRERBE AR R R RSB RSB E)

{(# )
{# WRITEADDVAL prints the lottery values needed by CHECKADDIND to deter— #)
(#» mine whether additive independence holds. )
{* )

{HBRRRRBERBRRRRBRRRERE R BB RSB RRRRRRRRRRRRRRE RS RARBRER R R AR R RS R B R AR R B R ERE)
procedure WRITEADDVAL(minl, maxl, min2, maxad : integer; xpos. ypos : real):
var

smaxl, smaxa,

sminl, smin2 : parray;
begin

CONVERT(maxl, smaxl);

CONVERT(mini, sminl);

CONVERT (max2, smax2);

CONVERT(min2, smin);

PUTVAL (xpos., ypos. smaxl, smax2);

PUTVAL (xpos. ypos - 30.0, sminl, smin2);

PUTVAL (zpos + 40.0. ypos., smaxl, smin2);

PUTVAL(xpos + 40.0, ypos - 30.0, sminl, smax2);
end;: {WRITEADDVAL)

CRBRBBBERERR R BBBRE RN R RRRRB R RRRRRRRERRRRRRFERERR BB BB RERREREERREE R RSS)

(= *)
{* GETSTRING gets the particular values needed for lotteries in a varying #)
(# array format. *)
{# *)

09595550002 R R BRI RRRR RS RERE SRR B RERRREFS R ER RS RERR BB SRR )
procedure GETSTRING(att] : attribute; minl, maxl, min2, max2 : range;

var i : integer; var sl, s2. $3, s4, 835, sb& : sarray;

t : tarray);

begin

if tLi) attrib = attl then

begin
sl :=» DEC(maxi, stsize, 1);
s2 := DEC(t{i) pos, stsize, 1);
¢3 := DEC(minl, stsize, 1);
s4 .= DEC(t{i). pos, stsize, 1);
3 = 7?7 Y
6 := DEC(t(i). pos, stsize, 1)

end

else

begin
sl := DEC(t(i) pos, stsize, 1);
32 .= DEC(max2, stsize, 1)
¢33 .= DEC(t{i). pos, stsize, 1)
s4 := DEC(min2, stsize, 1);
s9 = DEC(t(il). pos, stsize, 1)

REXERE
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6 = ' ?
end;
and; {GETSTRING)

{QQQQQQOQQI.QQ“GQQ.QQQOQQQOQI’Q’.!Qi*{ii.i"."{”..l’lll.QlQ’iGQQlQQDl’Q’.)
{» *)
{# SETUP draws a lottery frame with .5’s on it, but prints no values nor &)
(# reads the c. e )
{» *)
({RERARARRRARBERBERRERR AR RERERB R BB RS RR SRR B RERBRE R AR R R BB SRR R R E RS SR B R RER)
procedure SETUP;
var
strg : wordstr:
begin
JCOLOR(6)
JSIZE(2. 0. 2.0):
SUSTL2, 2);
JMOVE (63. 0, 45.0);
JDRAW(40. 0, 30.0); r
JORAW(46S. 0, 195.0);
JWUST (L, 2)i
JMOVE(S0. O, 40.0);
JHSTRG(Zstdescr ‘. 3');
JUUST (1, 3)i
JMOVE(50. 0, 20.0);
JHSTRG(Zstdescr ‘. 5');
JMOVE (35. 0, 32.0);
JSIZE(4. 0. 4.0);
JHSTRG(%stdescr ‘'™’);
JSIZE(2.0, 2.0);
end; {(SETUP}

(HBBRBERREBBBRRBBERBRRBRRRRERRRR BB BB RERBRERRRBRERB SRR R RRRBRRRERSREBEERERERR)

{« )
{# DRAWLOT adds appropriate values to the lottery drawn by SETUP. The *)
(# c.e.’s are used to help determine independence properties. )
{» )

(HBRRNBABRERRARRRARRGRRBRBBRRBRRARFRBRBRRRRRRBRRARERB AR RSB ERABERBERRERARRRSR)
procedure DRAWLOT(attl, att2 : attribute; minl, maxl, min2, max2 : range;
var indexr : integer; tab : tarray);

var

strgl, strg,

strgd, strg4s, strgd, strgd : sarray;

si, s2 :@ parray;

dummychar : char;

x, y : real;

begin
SETUP;
CETSTRING(attl, mini, maxl, min2, max2, index, strgl, strg,
strg3, strg4, strg5., strgb, tab):
JUWST(1, 2);
sl = strgJd;
2 = strgd;
PUTVAL(67. 0, 13.0, sl, 82);

i .= strg3,;
s2 = gtrgbd;
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PUTVAL (3.0, 30.0, si, s2);

s1 = gtrgtl;
s = strgas
PUTVAL(67.0, 435. 0, s1, s2);

end; {DRAWLOT)

{RBBRRRBBBBERERBRBBRRRRBELEBBRBRRBESRBRBBRBRBBBEE BB RS RERERRRERBEE R BB RRRERER)

{» #) '
{(# LOTTERIES has DRAWLOT present the lotteries, and it reads in the cer- #) \
(# tainty equivalents for them into an array. ) h'
(» *}) |

{HRERBRNBRBRERRRBHEREBRRBRBRRFRSRRRERSRBBEER R R BRSR BB BRRSRRRRBERB R RERBRBRHER)
procedure LOTTERIES(attl, att2 : attribute; minl, maxl, min2, maxd : range;

var lottab : tarray); ‘

var .
a, 1 : integer; .
dummychar : char; Y
begin 3

HOME _N_CLEAR;
for i := 1 to 10 do
writeln;
writeln(’ You will now be shown a series of lotteries for which you'’);
writeln{ 'must enter your certainty wquivalents: ');
for i := 1 to 9 do
writeln;
write(’Hit any key followed by return to continue: ’);
readln(dummychar);
HOME _N_CLEAR;
INITGRAPHICS:
a = 0;
for i := 1 to 10 do
begin
a = a + 1;
JOPEN;
DRAWLOT(attl, att2, minl, maxl, min2, max2, a. lottabd);
JCLOSE:
writeln(’In terms of the (', attlscale.,’, ’‘,att2scale. ‘) outcome, ');
write(‘please enter your value for the question mark: ‘)
readln(lottablCil ans),
JFRAME
HOME _N_CLEAR; v
end; !
end; (LOTTERIES?

XAt

R m_2_w

£ BRBBPSBBERRBBEBRBBRRERBBERERBRRRRRRRARBBRBRRRRERRBRRRRERBRERRRPRRRERRAERRRR)
{» )
{# WELCOME is & short introductory paragraph to the program. *)
'€ )
(R BBRBRNBARBRRBBRREBRBRB R BRRRBRRBSSBRRDARRBRBRBRRBABRRBRRRERRRRARBRBRRRBRR)
procedure WELCOME:
var

i . integer:

dummychar : char,

s, B _p¢
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pegin
. HOME _N_CLEAR;
2 for i = § to B do
KX, writeln;
}# writeln(’ This program is & generic multi-attribute utility theory’);
B writeln(‘based methodology for assisting a decision maker. From inter-=‘);
%‘ writeln(’acting with the decision maker, it will determine the decision’);
&; writeln( ‘maker’ ‘s utility function over two user specified attributes. ');
writeln( 'From there, it will present the utility function graphically., ‘);
writeln(‘at the angle of rotation desired by the decision maker. ‘);
ﬁ? for i := 1 to 10 do
Lo writeln;
% write(’'Please enter any character followed by a return to continue: ’);
\

readln(dummychar);
7 HOME_N_CLEAR;
end; {WELCOME)>

S“ [ L L L T T T 2 2 2y YT
o {» *)
z {# ATTRIBUTES asks the decision maker for his attributes and their #*}
| {# ranges. *)
h' {= *)
o {HRBRBBBREER DR RS R RS R ERTERRSRRERRRRER R R LR R RERERBRBRERBRB RN EREH BB R RBRERR)
procedure ATTRIBUTES(var atti,att2 : attribute; var minl, maxl, min2, max2 :
kB range);
iy var
ql i : integer;
s: dummychar : char;
'd begin
fq for i := 1 to 3 do
: writeln; .
writeln(’ Please enter your first attribute. If the attribute is over’);
;’ writeln(’10 characters long, please abbreviate it to be 10 characters. ’);
}' writeln;
.: write(‘attridbute name: ‘),
b readln{attl);
) for i .= 1 to 2 do
4 writeln;
o write(’What units is this attribute measured in?: ’);
readin(attliscale);
[ for i :®» 1 to 2 do
! writeln;
’ writeln(’ Please enter the least and most preferred values this attribute’);
:ﬁ writeln{’can be -— (to the nearest whole number). ‘);
B writeln;
ﬂr write(’'least preferred: ‘)
R read(minl);
y write(’'most preferred:. ‘)i
"W readln(maxl);
K for { := | to 2 do
% writeln;
a; writeln(’ Please enter your second attribute. Again, please insure it’);
t writeln(‘does not exceed 10 characters in length. ‘);
.g writeln;
' write(’attridbute name: ‘)
’ readintatt),
Y for { :=» 1 to 2 do
A writeln;
"
B
I:‘
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write(‘What units is this attribute measured in?: *);
readln(att2scale);
for { := 1 to 2 do

writeln;

writeln(’ Please enter the. least and most preferred values this attribute’);

writeln(’can have -~ (to the nearest whole number). ’);
writeln;
write(’least preferred: ‘)i
read (mind)i
write( 'most preferred: ‘);
readln(maxd);
write(’Hit any key followed by return to continue: ‘);
readln(dummychar);
end; {(ATTRIBUTES)

{HRBBRERRBRRERBBRRREER SR G ERGERERERSRSRER RSB ERBRR R R RBRERBRRRBEERRRBRRSSERE)

{(» )
{# DEVTABLE builds a table of values for each attribute at (min. .25 .95, &)
(# 75, and max) valves. *)
{» )

{RBBBRBBBBRRRBRERBRBRB SRR RBRBRRBRASRRRERR AR ERRRREREEDRRBRRERREGBRHRRRRERRRER)
procedure DEVTABLE(attl, att2 : attribute; minl, maxl, min2, max2 & range;
var table : tarray);

begin
tablef1l. attridb := att),; {For example, table(1) will be used to add)
table{l1]. pos := min; {values to a lottery assessing the c.e. of)}

{attribute 1| at attribute 2's minimum value)

tablel22). attrid .= atty;

tablel2). pos := ROUND((max2 - min2)/2 + min2);

tablel3] attridb = att2;

table(3]. pos = maxi;

tablef4]. attrib .= attl;

tablel4). pos .= ROUND((max2 - min2)/4 + min2);

table(S). attridb := att;

table(3). pos := ROUND((maxl - min1)/2 + minl),

tableCb). attrib (= att2;

table(é). pos = ROUND((maxl — min1)/4 + mini);

table(7]). attrib : = attl;

table(7]. pos : = maxa;

table(8). attridb = att:

tadble(B8). pos := minti;

table(?). attrid .= atty;

table(9). pos := ROUND(((max2 - min2)/4) # 3 + min2);

tablel10). attridb :'= att2;

table(10). pos := ROUND(((maxi -~ mini1)/4) # 3 + minl);
end; {DEVTABLE)

(HBBBRRBRRRRBBRBRBRRRARBERBRRRBB RS SERBRRRBRERBRBRRR B R RBRBBRRERFRBRRRERBRERER)

{(» *)
{+ LOTFRAME is & generic procedure for drawing lottery angles. )
(= L2

{LHBABABEBREERRBERBRNSBBEBRRREGBRRBRRBBREBSBRRBBERBERRBGRRBRRREPGGRERERRRRRNER)
procedure LOTFRAME(xcord, ycord, xdisp, ydisp : real);
begin
JMOVE(xcord, ycord):
JDRAW(xcord -~ xdisp, ycord - ydisp),
JDRAW(xcord, ycord ~ (ydisp # 2));
end; <(LOTFRAME}
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CHECKADDIND is used to present additional lotteries to determine
the additive independence property holds once mutual utility
dence has been determined.

if

indepen—

*)
*}
*}
*}
*}

pe 22 22 T2 2L S22 S a2 R St ol d s a2 AR RS

procedure CHECKADDIND(tab

tarray; var addindep boolean);

var

real;
integer;
answer2

L R |
choice

anjwerl, varying(3] of char;

begin

wnd;

1 e 0 E Y
e l',.n’ﬂ‘&','\O.'A'.'n'!‘n‘e AN X

JFRAME;
HOME_N_CLEAR;
JOPEN;
JSIZE(2. 0,
JCOLOR (&)
LOTFRAME (20. O:
LOTFRAME (40. O,
JUUST(L, 1)
x = & 0;
y := 37.0;
repeat
repeat
JMOVE(x, y)i
JHSTRG(%Zstdescr
x = x + 40.0;
until x > 60.0;
x = 6. 0;
y :=y - 14.0;
JJUST (1, 3);
until ¢y < 23.0;
x = 21. 0
.= 49, 0;
WRITEADDVAL (minimuml,
JCLOSE;
writeln( 'With respect to the lotteries below.
writeln(’(’,attiscale,’, ‘,attscale,’)

2.0);

43. 0,
43. 0,

1920,
15: 0,

15.0);
15.0);

.3);

maximuml, minimum2, maximum2, x,

y)i

in terms of the’);
ouvutcome, please indicate

‘)i

writeln(‘which statement corresponds to your feelings about this lottery: ‘).
writeln(’1) I am indifferent between the lotteries. ’);
writeln(’2) I prefer the lottery on the left. ‘);
writeln(’3) I prefer the lottery on the right. ’);
write(’'Choice: ‘)i
readln(choice);
if# choice = 1 then
addindep = trye
else
addindep = false;
HOME _N_CLEAR;:
JFRAME;
{CHECKADDIND}
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(€ *)
{# UTIL finds the values of ¢ and b which #it a utility function to the *)
(®# decision maker’'s utility. *)
(e )
I« X222 222222222222 2223 22222 2 J (22222222222 2222 2 22222 YA 2T S Y Y DY
procedure UTIL(maxt. csat . real, var b, ¢ : real; sign : integer);
var

dummychar char;

1, . loop integer;

rmar., TrMmin,

valne real.

continue boolean;
vegin

s =0

c =09

1 = 0

continue = true;
reax = 1},

rman = O,

while continue do
beg:in

valnw = 2 & (1.0 - EXP(sign & cmt # c)) - (1.0 - EXP(saign # maxt # c));

i¢ ABS(valnw) < 0.0001 then
begin
continue = false;
b =1 0/(1 0 - EXPlsign ®# c # maxt));
end
else
begin
1 = i + 1
1# 1+ > 33 then
begin
continue = false;
= L
end;
if valnw > O then
reaz .= ¢
else
rein = ¢;
c .= (rmax + rmin)/2. 0
end;
end;
¢C =™ C & gign;
i¢ ;= 1 then
begin
HOME _N_CLEAR;
#or loop := 1 to 3 do
writeln:
writeln(’ The prespecified curve used to approximate your utility’);
writeln(’‘curve doesn’’t match your values well enough to be used as’);
writeln{’an accurate representation Unfortunately, this program’);
writeln(’can’’t be used to assess your utility. SORRY!’):
for loop = 1 to 3 do
writeln;
writeln(’'Hit any key followed by return to exit back to system level.
readln{dummychar);
HALT
end:
end; {(UTIL)

‘)i
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{= *)
{# SCALE assesses the user’s preferences between outcomes to determine *)
{# the values for ky., ki, and kyz in the mutually independent and addi- *)
{#* tive cases. In the additive case, kyz is auvutomatically zero. )
{» *)
{ REREBERERBRBERFERERABRBRRERERE SRR RERRRLRRBARR R LR ERRRRERRERERR AR SRR BR )
procedure SCALE(mode : chat; ymax., ymin, zmax, min : integer; atti,

att2 : attribute:
var ky, ki1, kyz : real; scaley, scalez. b, yb.
2c, yc : veal);
vanr
i, choice, yval.
tval, yval2, zval2 : integer;
symax, symin, szmax, szmin : parvay;
k, eql, eq2a, eq2b., eq3: eq4. tempk : real:
begin
HOME _N_CLEAR:
for i := 1 to 3 do
writeln;
writeln(’'In terms of the (’,attlscale, ', ‘,att2scale.’) outcome, ’);
writeln{‘Please enter your preference. ’)i
writeln:
writeln(’ (‘,ymax, ‘s, ‘,zmin, ') or (’yymin, 7, ’, zmax, ')’);
writeln;
writeln(’1l) I prefer the outcome on the left. ’');
writeln(’2) I prefer the cutcome on the right. ’);
writeln(’3) I am indifferent between outcomes. ‘);
write(’Choice: ‘);
readln(choice);
for { := 1 to 35 do
writeln:
if ((choice = 1) or (choice = 3)) then
begin
writeln(‘What amount of ‘., attiscale:’ would make you indifferent to
writeln(’the outcomes below?’);
writeln:
writeln(’( ? , ‘,imin,’) ™~ (‘,ymin,’ , ‘', zmax, ') ’);
write(’amount of ‘,attliscale.,’: )i
readln(yval);
end
else
begin
writeln(’What amount of ‘,att2scale., ’ would make you indifferent to ‘)
writeln(’the outcomes below?’);
writeln:
writeln(’(‘,ymin, ', ? ) and (’,ymax, ‘s, ', zmin, ') ’);
write(’amount of ‘,att2scale, ’: ‘)i
readln(zval);
end;
HOME_N_CLEAR;
JOPEN;
JSIZE(2.0, 2.0);
JCOLOR (&)
LOTFRAME(465. 0, 45. 0, 25.0, 19%5.0):
JJUST (L, )
JMOVE (30. 0, 40.0)
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JHSTRG(Zstdescr ‘. 5‘);
JJUST (1, 3):
JMOVE (30. O,
JHSTRO(ZstdescT
JJUST (1, 2);
CONVERT (zmin,
CONVERT(zmax,
CONVERT (ymin,
CONVERT (ymax,
PUTVAL (67.0, 435.0., symax,
PUTVAL(67.0, 15.0, symin,
JSIZE(4.0, 4.0);
PUTVAL (5. 0, 30.0,
JMOVE (35. 0, 30.0);
JHSTRG(ZstdescT ‘~');

JSIZE(2.0, 2.0);

JCLOSE:

writeln(’In terms of the (‘,attlscale,’, ‘,att2scale,’) outcome, ’);
writeln(‘what values of ’,attiscale,’ (?) and ’,att2scale,’ (#)');
writeln(’will make you indifferent between the c. #. and the lottery?’);
write(’Value of ‘,attiscale, "1 ’);

readln(yval2);
write(‘’Value of
readln(zval2);
JFRAME;
HOME_N_CLEAR;

20.0);
- AR Y

szmin);
sImax);
symin);
symax);
szmax);
szmin);

S BT

‘,att2scale. ‘: ’);

if mode = ‘m’ then
begin
case choice of
1: begin
tempk
eql
eq2a
eq2bd
end;
2 : begin
tempk := b # (1.0 —- EXP(zc # ((zval -~ imin) * scalez)));
eql := b & (1.0 - EXP(2c # ((ival2 - imin) # scalez)));
eq2a = yb # (1.0 - EXP(yc % ((yval2 - ymin) # scaley)));
eqab = yb # (1.0 -~ EXP(yc # ((yval2 - ymin) # scaley))) » tempk;
end
3

= yb # (1.0 - EXP(yc # ((yval - ymin) # scaley)));
= yb * (1.0 - EXP(yc #* ((yval2 - ymin) #* scaley)));
= zh # (1.0 - EXP(1c # ((z2val2 ~ zmin) # scalez)));
:m zb # (1.0 - EXP(zc # ((12val2 - imin) # scalez))) » tempk;

begin
tempk := 1.0;
eql := yb # (1.0 ~ EXP(yc & ((yval2 - ymin) # scaley)));
eqa := 2b # (1.0 - EXP(2c # ((zval2 - zmin) # scalez))):
eq2b : = eqlas;
end;
end; { of case }
eq3 := eql * eqla;
eq4 = (~1.0 # (1.0 + tempk)) » @qJ:
k := (0.5 - eq3) / (eql + eq2b + eq4);
case choice of
1 : begin
ky = k;
kz .= tempk » ig;
end;
2 : begin
k2 := k;
ky := tempk # kz}
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end;

3 : begin
ky := ki
kz := ki

end;

end; €of case)
kyz = 1.0 - (ky + k1)
end
else
begin
eql := yb # (1.0 - EXP(yc #* ((yval2 - ymin) #* scaley)));
eq2a : = zb * (1.0 -~ EXP(zc # ((zval2 ~ zmin) # scalez))):
i¢# eql = eq2a then
ky := 0.9
else
ky := (0.5 - eqa)/(eql - eqRa);
kz := 1.0 - ky;
kyz .= 0.0;
end;
end; <{SCALEY}

{’Q{.."l‘.’.’l"i."lQ..&..l“’..l’i’IOG.‘056."”"'6‘GGQQ“G‘QQGG.GQ&GOC}

{= )
(% UTILITY assumes a particular utility function. and determines the uti-— #)
{# lity of the input value. (of an attribute). *)
{(» )

{l.{.’lll{ili{"il.hbll{l}l&&*IiliGlf’ill&l#i{&iQi*&.l"*‘GGGOGIQ{G”O&.&G!}
function UTILITY(val, b, ¢, scale : real; maximum. minimum : integer): real;
begin
i¢# val = O then
UTILITY := O
else
if val = maximum then
UTILITY := 1.0
else
UTILITY := b # (1.0 - EXP(c # ((val - minimum) # scale)));
end; CUTILITY}

(..GQQQ"CQQ.‘Qlﬁ’“i".'ﬁ"’.ﬂ..Q.QOQ.'O&O..Q....QQQ...QOQQQQ.QGQQOQ.OQ.Q’.)

{» *)
¢» FILLARRAYS initializes the world coordinates’ masimums and minimums. »)
{# It also locates the center of the mesh surface to be drawn l(at array). #*)
{» *)

(li..l..'bﬁ."’ii”.QQGQQQ’.Q#Q’QQQOl..!”&.l{i’ﬁh.lQQQ’Q.Q’Q.QQQQ’Q.C'QQGQ}
procedure FILLARRAYS;

var
i : integer:

begin
for i := 1 to 3 do
begin
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{(#* YAXSINIT performs the same function for the y arxis as ZAXSINIT does )
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wldminli) := 0.0;
wldmax{il] := 10.0;
atlil = 3. 0;
end;
end; <{FILLARRAYS)»

46 330 0903040330 3 3 T4 23 000 3 48 A 36 A 05 38 A A A B 2 U A A A A 2 A W 48 2 3R )

(= *)
{(» GETVIEW offers the user the choice of eight different viewpoints for *})
{# examining the mesh surface. *}
{» L 3

LA T 20 303536 3T 42 3 A0 T AR T S A AR B A A A I AR A N R )
procedure GETVIEW(var choose : integer):
begin

HOME_N_CLEAR;

writeln(‘Please indicate your choice of viewpoint for the utility graph. ’);

writeln(‘1)front 3)right S)back 7)1eft’);

writeln(’'2)front-right 4)back-right SG)back~left B)front-left Slquit’);

write(’choice: ‘);
readln(choose);
end; {(GETVIEW?>

T30 5500 A0 3030 T4 50 3010 210 00 A A 0 20 2 A 00 T A 05 0 T A 0 S RN )

{s *)
{# ZAXSINIT initializes values needed to draw the z axis for the mesh *)
{* face. (for greater detail, see a DI-3000 Contouring User’s Manual.) *)
{= -}

T T T Y Y T P Y T T R I TR R Yy YN
procedure ZAXSINIT(var beg, endpt. tik : worldarray; var jst : jstarray;
var lab, skp : worldarray);

begin
beglCl] := 0.0; {axis beginningl
beg(2) := 0.0:
begC3] := 0. 0:
endptl1) := 0.0; {axis ending)
endpt(2) := 0.0;
endpt(3) := 10.0;
tik[1] := 0.9 {length and direction of tic marks)
tikC21 := 0.0
tik{3) := 0.0;
Jstl1d := 3 {justification of tic marks and labels)
Jstl2) 1= 2
labC1) := 0. 7:
labl2) := 0.0;
1abf3) := 0.0;
skpl1) := 20 0y {value to skip when adding tic marks - in)
skpC23 := 20.0; {(this case, none. b

skp(3) := 20.0;
end; {(ZAXSINITY>

(FBRRRBRBRBERBVBRARRBRBRGRRERBRBRBRERREBRRBRRBBRRRERARALRDR VLR RBHRURRDRE)
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{% for the 1 axis. *)
{» *)
CAF B 210 30 T 0 F I35 T R AR AR R RS R ERRRER AR RS E SRR ER GRS ERERRE)
procedure YAXSINIT(var beg, endpt. tik : worldarray; var st @ jstarray;

var lab., bas., pln. skp : worldarray: number : integer):
begin
begl1l := 0.0:
begl23 := 0.0
beg(3) := 0. 0;

[s)
endpt(1] := O.0;
if number = O then
1 := 100
endptl2] := 5.0;
cndpttal = 0. 0;

tikCil := 0.0;
¢ikf2] := 0.0;
¢ik(3] := -0. S;
jstl1d = 2;
Jstl2) = 3;
labC1l := Q. 0;
labC2] := 0. 0;
1abC3]) := -0.7;
basC1]) := 1.0;
basf2]) := 0.0;
basC3] := 0Q.0;
plnCil := 0. 0;
piInl21 := 1.0
pInl3) := 0.0;
skpl1]) := 0.0;
skpl2) := 0.0;
skpl3] := 0. 0;
end; {YAXSINIT)

{HBBBBRBRRRRBEBBBRRERBBEBERBBEBBRERRBRHRRERBRBRBRRRRBBRERBBRERBBERERRRRRREES)

{» *)
{# XAXSINIT performs the same function for the x axis as ZAXSINIT does *)
{# for the z axis. *)
(s *)

(HRABBBBRSRDBRRERERRREBREHAERERHRR AR R BB RARRRR AR BB RRRRRBRBERERRRAR SRR BERES)
procedure XAXSINIT(var beg, endpt., tik : worldarray; var st :  starrayi

var lab. bas, pln, skp . worldarray; number : integer):
begin
begftl := 0.0
beg(2) := 0.0
begl3]) := 0.0
if number = O then

endptl1) := 10.0
else

endpt(1l := 3.0;
endptl2]) := 0.0;
endpt(3) := 0.0;

tikCi) := 0. Os
tikl2] := 0.0;
tikC3) := -0. 9
Jstll1) := 2;
Jstl) := 3
labCil := 0.0s
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labl2) := 0.0;

1abf3] := -0.7;
basC1l) := 1.0;
basC2) := 0.0;
basC3] := 0.0;
plnll]) := 0.0;
pInlRY := 1. 0;
plnl3] := 0.0;
skpCll := 0.0;
skp(2) := 0.0;
skplC3] := 0.0;
end; {XAXSINITY

LA 10 103304530 2030 3030 0T 30 3 4 S T T 033 3 T 0 A3 0 05 3 0 T 0 300 45 3040 A 0 3 0 I 46 3 3 S RN )

{» *)
{* PLOTGRAPH draws the J3-D mesh surface based on the user’s choice of *)
{#* view. It also draws axes for the mesh surface. )
{» «)

[T 2T T T AR ST RY LR T T Y T AL 2 T L X T ¥ Y e Y e S
procedure PLOTGRAPH(choice-: integer: grid : gtable; num : integer);

var
i, J : integer;
g : gtable;
begin

for i := 1 to 11 do
for J := 1 to 11 do
gCi, J) := gridli, 43 # 10; <(scales utility)
{from {I to 10)
{for greater visibility)

{sets the viewpoint the user has specified)
case choice of
1 : begin
eyell] := 3 0O;
eyel2] := -20.0;
eyel3) := 135 0;

. 1delbasll] := 1,
! tdelbasf2] := O;
% 1delbas(3] := O;
i tdelplnil) := O
K 1delplnl2) := O;
K tdelpln(3]) := §;
5 end;
2 : begin
e eyelll := 30 0;
# eyel2] := -20.0;
0 eyeld) := 135 0;
i) zdelbasl1) := 1,
? tdelbas(2] := };
f 1delbas(3) := O;
)] 1delpln(l] := O
L 1delplin(2) := O;
1delplin(3]) : = 1§,
» end;
H 9 : begin
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e
Y
eyelll := S 0O;
eyel2] := 30.0; »
eyelld] := 15 O; b,
tdelbasli) (= -}; )
1delbasl2) := O; :
tdelbas({3] := O; 2
zdelplnCl] := O; "
z2delpln(2] := O;
2delplni3] := §;
end;

8 : begin
eyell] := -20.0;
eyel2] := -20.0; '
eyel3] := {3 0O;
tdelbasCl) := §;
1delbas() = -1;
tdelbas{3]) := O;
rdelpln(l] := O;
tdelplin(2) := O;
tdelpln(3) := §;

end;

3 : begin )
eyel1) := 30.0; W
eyel2] := 3 0;
eyel3] := 135 .0
1delbasli] := O;
idelbasi2) := 3,
zdelbasi3]) := O; ’
tdelplnii]l := O; .
tdelplni2] := O;
zdelpln(3] := |, ?

end;

4 : begin

eyel1] := 30.0; "
eyel2] := 30.0s
eyel3] := 13.0;
tdelbas(i] := -1; L

tdelbas(2) := 1;
tdelbasi3) := O;
tdelplnli] := O; f
tdelplin(2] := O; ¢,
2dalpln(3] := {; )
end)
7 : begin

eyell]) := -20.0;
eye(2] := 3 0;
eyel3] := 135 0;

tdelbasli) := O;
tdelbasf] = -4,
tdelbas(3] := O;
2delplinl1] := O;
1delplnC2) := O
tdelplnC3] := 1§,
end;
& : begin /
eyell1l := =20 0; U

eyel2] := 30.0
eyel(3] := 15 0;
itdelbasCl) := ~1,
1delbas(2) : = ~f,

T T T T ATV T R P R
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tdelbas{3) := O;
tdelplinli] := Qs
1delpln(2) := O;
tdelpln(3] := };
end;
end; {of case)
ENDGRAPHICS:

i*® num = | then
for i = 1 to 2 do
eyelil = eyelil/2;

JBEGIN;

JOINIT(1);

JDEVON(1);

JSSINI:

JESSPRO(wldmin, wldmax, eye, at);

ZAXSINIT(zaxsbeg. zaxsend, deltik, zlabyst. zdellab., zskpval);

YAXSINIT(yaxsbeg. yarsend, ydeltik. ylab, st., ydellad., ydelbas.

yskpval, num);
XAXSINIT(zaxsbeg, xaxsend. xdeltik, xlab ;st. xdellab., xdelbas,
xskpval, num);

JOPEN;

JSSAXS(zaxsbeg. zaxsend, 1.0, 2. 1deltik, 0.3, 3. zlab st,
tdellab, i1delbas, zdelpln. zskpval);

JSSAXS(yaxsbeg, yaxsend, 5.0, 1. ydeltik, 0.5, 0. gylad st.
ydellab, ydelbas. ydelpln, yskpval);

JSSAXS(xaxsbeg, xaxsend, 5.0, 1, xdeltik. 0.3, 0O, xlabjst,
xdellab. xdelbas, xdelpln, zskpval);

JCLOSE:

if num = O then
JSSM1(g, 11, 1%, 11, 0.0, 0.0, 0.0, 0.0, -3, 1.0)
else
J8SM1 (g, 11, &, 6 0.0, 0.0, 0.0, 0.0, -3, 1.0);
JOPEN;
JSIZE(O0. 5, 0.3);
i# num = O then
case choice of
1: begin
JPLANE(Q. O, 1.0, 0.95);
JHSTR@(Lstdescr attiscale);
JIMQVE(~1.0. 8.0, 0.0);
JHSTRG(%stdescr att2scale);
end;

2: begin
JPLANE(~1.0. 1.0, 0.9),
J3MOVE(2.0, 0.0, 0.0);
JHSTRG(%stdescr attiscale):
JBASE(0. 0, 1.0. 0.0);
JAMOVE(O. 0. 2.0, 0.0);
JHSTRO(%stdescr att2scale);
JBASE(1.0, 0.0. 0.0);
end:

3. begin
JPLANE(~1.0, 0.0, 0.9,
J3IMOVE(9. 0. -1.0, 0. 0):
JHETRO(Zstdescr attiscale);

ydelpln,

rdelpln,




J3MOVE(O. Q0. 2.0, 0.0);
JHSTRG(%Zstdescr att2scale):
JBASE(1.0, 0.0, 0.0);

end;

begin

JPLANE(~-1. 0, -1.0; 0.9);
JBASE(-1.0, 0.0, 0.0);
J3MOVE(2.0. 0.0, 0.0);
JUYUST(3, 1)
JHSTRG(%stdescr attiscale);
JWUST(L, 1)

JBASE(0.0. 1.0, 0.0);
J3MOVE(O. 0, 2.0, 0.0);
JHSTRG(%Zstdescr att2scale);
JBASE(1.0. 0.0. 0. 0);

end;

begin
JPLANE(O. 0, -1.0, 0.9);
J3MOVE(2.0. 0.0, 0.0

JBASE(-1.0. 0.0, 0.0);
JUUST(3., 1)
JHSTRG(%stdescr attiscale);
JJUST (L1, 1)

JIMOVE(3. 0. 9.0, ©0.0);
JHSTRG(%Zstdescr att2scale):
JBASE(1.0. 0.0, 0.0);

end;

begin

JPLANE(1.0. -1.0, 0.9);
JBASE(-1.0, 0.0, 0.0);
JJYUST(T3, 1)

JIMOVE(2.0, 0.0, 0.0);
JHSTRG(%stdescr attiscale);
JBASE(0. 0. -1.0, 0.0);
J3MOVE(O0. 0. 2.0, 0.0
JHSTRQG(%stdescT att2scale);
JUYUBT (L1, 1)

JBASE(1.0, 0.0, 0.0);

end;

begin

JPLANE(1.0, 0.0, 0.5,
JBASE(0. 0, ~-1.0, 0.0);
JWST(3, 1)

J3MOVE(9. 0. -3.0. 0.0);
JHSTRG(%stdescr attiscale):
JIMOVE(O0. 0, 2.0, 0.0);
JHSTRG(%Zstdescr att2scale);
JJUST (1, 1)

JBASE(1.0. O 0. 0.0);

end)

begin

JPLANE(1.0, 1.0, 0.9);
J3IMOVE(2.0. 0.0. 0.0);
JHSTRO(%Zstdescr attiscale):
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JBASE(0. 0, -1.0. 0.0): n

JJYUST(3, 1); >

J3MOVE(0.0, 2.0, 0.0); -

JHSTRG(ZstdescT attlscale); RS

JNUST(L, 1); e

JBASE(1.0, 0.0, 0.0); \".\

end;
T

end { case } N
else A3
case choice of

1: begin )

JPLANE(0. 0, 1.0, 0.3); *J

JIMOVE(1.0., 0.0, 0.0); P

JHSTRG(%stdescr attiscale); ;

JIMOVE(-0.S, 4.0, 0.0); !

JHSTRC(“Zstdescr attlscale);

end; H

2: begin N

JPLANE(-1.0, 1.0, 0.9); o

J3MOVE(1.0, 0.0, 0.0); »

JHSTRG(Zstdescr attiscale); ¢t

JBASE(0. 0, 1.0, 0.0); ;

J3MOVE(0.0, 1.0, 0.0); .\'ai

JHSTRG (%stdescr att2scale); [

JBASE(1.0, 0.0, 0.0}

end; '1;

3: begin ~:

JPLANE(-1.0, 0.0, 0.95); 3\

JBASE(0.0, 1.0, 0.0); o

JIMOVE(4.3, -0.5, 0.0); ‘ '\

JHSTRG(%stdescr attiscale); 'y

J3MOVE(O0. 0, 1.0, 0.0):

JHSTRG(%stdescr att2scale): y

JBASE(1.0, 0.0, 0.0); ¢

end; PN

4: Ddegin '..(:

JPLANE(-1.0, -1.0, 0. 3); "

JBASE(-1.0, 0.0, 0.0} '

J3MOVE(1.0, 0.0. 0.0)

JIUST(3, 1); "

JHSTRG(Zstdescr attiscale); -\

JNST(L, 1) i~

JBASE(O0. 0. 1.0, 0. 0); )

JIMOVE(0.0, 1.0, 0.0); N

JHSTRG(Zstdescr att2scale); o

JBASE(1.0, 0.0, 0.0) 3t

end;

S: begin y

JPLANE(0.0, -1.0. 0.93); A

J3MOVE(1.0, 0.0, 0.0); A
F

JBASE(~1.0, 0.0. 0.0); .:‘:

JIUST(I, 1) U

JHSTRG(%Zstdescr attiscale);

JJIUST(L, 1) ba?
=
>
Y
-~
4
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! JIMOVE(1. 5, 4.9, 0.0);

JHSTRG(%stdescr att2scale);
9 JBASE(1.0. 0.0, 0.0);
:.l end;
'C .
W 6: begin
‘" JPLANE(1.0, =1.0. 0.%);
k) JBASE(-1.0, 0.0, 0.0);
L JJUST(3, 1)

J3MOVE(1.0, 0.0, 0.0);
. JHSTRG(%stdescr attiscale);
" JBASE(0. 0., =-1.0, 0.0);
! J3MOVE(O. 0, 1.0, 0.0):
JHSTRG(%4stdescr att2scale);
" JUUST(1, 1);
:\' JBASE(1.0, 0.0, 0.0);
o) end;
-« 7: begin
! JPLANE(1.0, 0.0, 0.9%);
% JBASE(0.0, ~1.0, 0.0);
" JUUST (3, 1)
1% J3MOVE(4. 5, ~1.35, 0.0);
K JHSTRG(%Zstdescr attiscale);
\ J3MOVE(O. 0, 1.0, 0.0);
- JHSTRG(%Zstdescr att2scale);

JUUST (1, 1)
) JBASE(1.0, 0.0. 0.0);
L+, end:
".
5] 8: begin
) JPLANE(1.0, 1.0, 0.5);
N J3MOVE(1.0. 0.0, 0.0);

JHSTRG(%Zstdescr attiscale);
, JBASE (0.0, -1.0, 0.0);
«,' JIYUST(I, 1)
i J3MOVE(O0. 0, 1.0, 0.0);
". JHSTRG(%stdescr att2scale);
i JIUST (1, 1);
N JBASE(1.0, 0.0, 0.0);
S end;
, end; { case )
F
:z JCLOSE:
.:‘ end; {PLOTGRAPH>
R
-'—?' (.D.Q'...‘Q..Q”Ql.’!{Q'.".Q"QQQ"QQQQQ’Q.l.""‘i.’.'.0‘5.’60!0060.'&!{.")

{» )
'_' {# BOXPIC is a representation of the different viewpoints from which the #)
o {#* user can see his utility function. »)
P (» *)
.. {’l.’ll”l.”'l{.lllGl#ilb..’ii”l{&b’“'.’.’l"'.’QQQQQQGCQ000'..0..‘.!"..)
i"; procedure BOXPIC:
"0 var
dummychar : char;
begin
18, JOPEN,
Wb
M)
M)
M)
¢
.l
“w - . h T
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JCOLOR( 1)

JLWIDE(32767):

JLSTYL(0)
JSIZE(2. O
JMOVE (50. 0,

JHSTRG(Xstdescr

JMOVE (33. 0,
JDRAW(53. O,
JLSTYL(3);
JORAW(S3. 0,
JORAW(70. O,
JMOVE (53. 0,
JDRAW(38. 0,
JLSTYL(O):
JMOVE(70. O,
JDRAK(80. O,
JMOVE (82. 0,

36.

595.
38.

18.
18.
16.
26.

18.
18.
18.

2.0);

0);

‘UTILITY )

0),
0)i

0);
0):
Q)i
Q)i

0);
0);
Q)

JHSTRG(4Astdescr attlscale);
JMOVE (358. 0, 26. 0);
JDORAW(&4. O, 33.0):

JMOVE (66. 0, 33.0);
JHSTRG(4stdescr att2scale);
JLWIDE (16383);

JCOLOR(6):

JLSTYL ()

JMOVE (30.
JDRAW (30.
JDRAW(45.

ol
ol
ol

JDRAW(73. O,
JORAW(60. O
JDRAW(60. O,
JDRAW(73. O,
JDRAW(4S. O,
JDRAW(30. O,
JDRAW( 0. O,
JMOVE (73. 0,
JDRAW(7S. O,
JMOVE (43, O,
JDRAW(A49. O,
JMOVE (30. O,
JDRAW(60. O,
JLSTYL(O);
JMOVE (43, O,
JSIZE(3. 0,
JCOLOR(3);

JHSTRG (%stdescr

JMQVE (60. O,

JHSTRCG(Xstdescr
38.
JHSTRG(Xstdescr
JMOVE (73. O,
JHSTROG(Xstdescr
JMOVE (60. O,
JHSTRG(Xstdescr

JMOVE (68. O,

JMQVE (45. 0,

JHSTRG(Xstdescr

JMOVE(38. 0,

JHSTRG(4Astdescr

JMOVE (30. O

JHSTRG(Astdescr

P
W %

10.

30.

30.

43.

43

43
38

30

0);

. 0);
.0
.0
.0)s
.0
.0
.0
.0)s
.0)i
. 0);
. 0)i
.0
.0);
.0
.0);

0);

3.0);

‘1)

0):

‘Y

0)i

'3

0);

‘4’);

0)i

‘5

0);

‘&)

0)

D ARF

0);

‘8’
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JCLOSE:;
writeln(’‘This picture represents the viewpoints from which you’):
writeln(‘can look at your utility function. ’);
writeln(’1)front 3)iright S)back 7)left ')
writeln(’2)front-right 4)back-right 6)back—left 8)front-left’);
writeln(’Hit the S Copy key to get a hard copy of the picture. ’);
write(’'Hit any key followed by return to continue: ’);
readln{(dummychar);

end; {BOXPIC)

(g r 222222222222 2222 S22 a2 AL R SR Y Y Y LY R Y 2 )
(= *)
{# FILLCRID fills an array with appropriate utility values based on the
{(# given attribute values (y and z2). *)
(= *)
€020 5003 030 30323 3T T A T I A 33 33 3T A B A A T 32 M A RN )
procedure FILLGRID(var grid gtable; ky, kz, kyz, ycon, zcon. b, yb, zc.
yc real);
var
'
begin
for y
for 12
begin
valy
valz
gridly + 1,

1, valy, val: integer;
:= 0 to 10 do

:= 0 to 10 do

: * ROUND((y/ycon) + minimuml);
;= ROUND((2/2con) + minimum2);
7 ¢+ 1] = ky # UTILITY(valy., yb,
minimuml)
+ kz # UTILITY(valz, z2b,
minimum2)
+ kyzr # UTILITY(valy., yb,
minimuml)

maximumi,

yc., ycon,

IC, 2con, maximumz,

yc, ycan, maximuml,

* UTILITY(valaz,

it gridly + 1,z + 13 > 1.0 then

.wm 1.0

tb, 2c, tcon, maximumz, minimuml);
{# this check clips utility =)

(% values between O and *)

gridCy + 1,1 + 1]
else
if gridly + 1,2 + 1) € 0.0 then
gridly + 1,z + 1] := 0.0

end;

end; {FILLGRID}

{(HBBBRRRABRRRRBBRRRRBRLRBRERRRERG B AR RERBRBRARBRERBAB BB R GER AR TR R A E RGN BRRRNRS)
(= *)
(= )
(@ *)
(» *)
(= *)
{BBBRBRBBRARBRBRBRRBRBERSRBPRRERABEBERBBRBRRRBREARABRBERVEERAASAIRETRESRADRER)
procedure MUTORADD(mode char; tabd tarray: var by, cy, cz, bz, cony.
conz real);

MUTORADD is uvsed to gather additional data for developing the utility
curve with UTIL once it’s been determined that mutual utility indepen-
dence or additive independence holds.

var
continue
dummychar

boolean:
char;
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ymid, tmid.
ymaxt, imaxt. cmyt. cmit : real;
1, J. cmy., cmz, pick,
yflag, flag. ly. 12, gnum : integer;
smazl, sminl., smin2, smax2 : parTay;
gridtable - gtable
ki, k2, k3 . real.
begin
HOME _N_CLEAR;
for i = 1 to 13 do
writeln;
writeln(’'Since your responses indicate that the’);
if mode = ‘m’ then
writeln(’‘attributes are mutually utility independent, ‘)
else
writeln( ‘attributes are additive independent, ’);

writeln(’'your vutility function can easily be developed by assessing’);
writeln( 'the marginal utility curve for each attribute. To do this, ’);
writeln(‘you will be shown additional lotteries for which you must’);
writeln(‘enter your certainty equivalents. '),

for i := 1 to 35 do
writeln;

write('Hit any key followed by return to continue: ’);

readln(dummychar);

HOME _N_CLEAR;

JOPEN,

CONVERT (maximuml, smaxt);

CONVERT (maximum2, smax2);

CONVERT(minimuml, sminl);

CONVERT(minimum2., smin2);

SETUP,

PUTIVAL(67.0, 435 .0, smaxl, sminl);

JMOVE(S. 0, 30.0);

JSIZE(4.0. 4. 0);

JHSTRG(%stdescr ‘¢ 7 )’);

JSIZE(2. 0, 2.0);

JCLOSE:

write(’Please enter your certainty equivalent for the "?2": ‘);

readln(cmy);

HOME _N_CLEAR;

JFRAME;

JOPEN;

SETUP;

PUTIVAL(67.0, 43 0, smax2, smin2);

JMOVE (5. 0, 30.0);

JSIZE(4. 0, 4 0);

JHSTRG(%Zstdescr ‘(. ? )');

JSIZE(2. 0, 2.0);

JCLOSE:

write('Please enter your certainty equivalent for the "“?2": *);

readln(cmz)i

JFRAME;

cony = 10.0/(maximumi - minimuml);

conz = 10. O/ (maximum2 - minimum@),

ymaxt = (maximumi - minimuml) * cony;

tmaxt = (maximum - minimum2) * conz;

cmyt = (cmy - minimuml) # cony:

cmit = (cmz - minimum2) # conzi;

ymid = (maximuml - minimum1)/2;

-‘_'-..*- - \‘,'-..ui.\ - - .. - "\ .. T R
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mid = (maximum2 - minimum)/2;
yflag := 1;
i1flag := 1;
it cmy < ymid then
yflag := -1;
if# cmz < zmid then
zflag := ~1;
i# yflag > O then
UTIL(ymaxt, cmyt, by:. cy, 1)
else
UTIL(ymaxt, cmyt, bys cy, -1);
it zflag > O then
UTIL(zmaxt, cmzt, bz» cz, 1)
else
UTIL(zmaxt. cmzt, bz, cz, -1);
SCALE (mode. maximumi, minimumi, maximum2, minimum2, attributel, attributel.
k1, k2, k3, cony, conz, bz, by, z2c., yc)i
FILLGRID(gridtable, ki1, k2. k3. cony, conz, bz, by, zc, yc);
gnum := 0O;
continue := true;
FILLARRAYS;
HOME_N_CLEAR;
BOXPIC;
HOME_N_CLEAR:;
JFRAME; ’
while continue do
begin
GETVIEW(pick);
if pick <> 9 then
begin
PLOTCRAPH(pick, gridtable. gnum);
HOME_N_CLEAR;
end
else
continue (= false;
end;
end; {MUTORADD?

B T T R e L 2 2 o T Y T T T Ty ey ¥
{= *)
{# ONEWAY f£ills the mesh surface array grid in the case where the attri- «)
{# putes are utility independent in one direction only.
{» *)
{'{lllllll#l’{’l*QQ{QQQ#.”QI’{Q{Q{Q{«l'lQQ*Q*QQ{Q*‘I{Q.Q{}’".O’}lli{*f{l&l’l’*)
procedure ONEWAY(b_1, b_2, b_3, c_1, ¢_2, ¢_3, con_1, con_2 : real:

var grid : gtable; direction : char);

var
Yy, t : integer;
valy, valz : integer;
begin
for y := O to 10 do
begin

valy := ROUND((y/con_2) + minimumi);
for 2z := O to 10 do
begin
valz := ROUND((z/con_1) + minimum2),
i? direction = ‘1’ then
gridly + 1, 1 + 1] := UTILITY(valy, b_2, c_2., con_2, maximuml,

-\‘-’

.

HCHLIARCE




else

end;
end;
end; {ONEWAY)

{®

{»

var
continue
smaxl, smax2,
dummychar
qmid: Imid,

conl, con2,
cmit, cm2t,
maxlt, max2t.
pick,

11, 12, 13,
cml, cm2,
flagl, flag,
gridtable
dumscale_A.

begin

begin
dumscale_A
dumscale_B

end

else

begin
dumscale_A
dumscale_B

end;

HOME_N_CLEAR;

for i
writeln;

gridly + 1,

b1, b2, b3, ci.,

cm3,

flag3 :
gtable;
dumscale_B

baoolean;
smini,
char;

c2, c3,

cm3¢t,
max3t

real;

if# dir = ‘g’ then

= attlscales
= att2scale;

= att2scale;
= attliscales

= 1 to 13 do

1 + 1)

char);

smin2 :

integer:
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minimumi) # (1 - UTILITY(valz, b_t, c_1t,
con_1, maximum2, minimum2)) + UTILITY(valy,

b_3, ¢ 3, con_2, maximuml, minimuml) «
UTILITY(valz, b_1, c_1, con_l, maximum2,
minimum2)

UTILITY(valz, b_1, c_1, con_}], maximum2,

minimum2) *# (1 - UTILITY(valy, b_2, c_2,
con_2, maximuml, minimuml)) «+ UTILITY(valz,
b_3)» c¢_3, con_1, maximum2. minimum2) *
UTILITY(valy, b_2, ¢_2, con_2, maximumi.
minimuml);

L3 9095 203026 30 00 340 B3 A A28 T3 A5 6 b A6 3 U 5 6 A Fe A 36U I 2 F A A 262 3 B 2 A A 8 I I AT 96 98 I 8 A B % )

*}

{* UTINDIWAY guides the process for drawing the mesh surface when only *)
{#* one of the attributes is utility independent of the other

*)

S g T Y N N L 2 2 7 27 Y R R A T A PP ey |
procedure UTINDIWAY(dir :

parray;

attribute;

writeln(’Since your responses indicate that ‘,dumscale_A,’ are ')
writeln(’utility independent of ‘,dumscale_B, ‘. ’);

writeln(’your utility function can easily be assessed by developing’);
writeln(‘three marginal utility curves for the attributes

A I iy N T T T e e N S P S SV

To do this, ‘),



writeln(‘you will be shown additional lotteries for which you must’);
writeln(’enter your certainty equivalents. ‘);
for i := 1 to 5 do
writeln;
write(’Hit any key followed by Teturn to continve:
readln(dummychar);
HOME _N_CLEAR:
JOPEN;
CONVERT(maximuml, smaxi);
CONVERT (maximum2, smax2);
CONVERT(minimuml, sminl);
CONVERT(minimum2, smin2);
SETUP;
PUTVAL(67.0, 45.0, smini, smax2);
PUTVAL (5.0, 30.0, smini, * 2?2 )i
PUTVAL(L7.0, 15.0, sminl, smin2);
JCLOSE;
writeln(’In terms of the (‘,attlscale, ’, ’,att2scale., ’) outcome, ');
write(‘please enter your value for the "?": ‘);
if dir = ‘2’ then
readin(cml)
else
readln(cm2);
HOME _N_CLEAR;
JFRAME;

JOPEN;
SETUP;
PUTVAL (467.0, 45.0, smaxl, smin2);
PUTVAL(5.0, 30.0, ' ? ’, smin2);
PUTVAL (467.0, 15.0, sminl, smin2);
JCLOSE;
writeln(’In terms of the (', attiscale,’, ‘,att2scale, ’) outcome, ");
write(’please enter your value for the “"?2": ‘);
if# dir = ‘2’ then
readln(cm2)
else
readln(cml);
HOME _N_CLEAR;
JFRAME:

JOPEN;
SETUP;
if dir = ‘z’ then
begin
PUTVAL (67.0, 43.0, smaxl, smax2);
PUTVAL (3.0, 30.0, * ? ‘, smax2);
PUTVAL(67.0, 15.0, sminl, smax2);
end
else
begin
PUTVAL (67. 0. 45.0, smaxl, smax2);
PUTVAL (5.0, 30.0, smaxi, * ? ’)i
PUTVAL(67.0, 195.0, smaxl, smin2);
end;
JCLOSE;
writeln(’In terms of the (‘,attiscale,’, ‘,att2scale., ’) outcome, ‘)i
write{‘please enter your value for the "?": *);
readln(cm3); :

L LA LMK ‘—



HOME _N_CLEAR;

JFR

con
con

if
beg

end
els
beg

end
ymi
mi
fla
fla
tla
if

it

ie

if

els

AME;

1 := 10. 0/ (maximum2 - minimum);
2 := 10. 0/(maximuml - minimumi);

1t =
2t =

dir =
in

max3t
cmit
cm2t
cm3t

[
in
max3t
cmit
cm2t
cm3¢t

(maximum2 - minimum2) # conl;
(maximuml - minimuml) # con2;

‘1’ then

= (maximuml - minimumi) & con2;

:m (eml - minimum2) # coni;
:m (cm2 - minimuml) # con2;
:= (cm3 - minimumi) #* con2;

= (maximum2 - minimum2) # conl;

;= (cml - minimuml) # con2;
= (cm2 — minimum2) # conli;
:= (em3 - minimum2) # conl;

d := (maximum{ - minimuml)/2;
d := (maximum2 - minimum2)/2;

gl ' =
g2 =
g3 ' =

cmi <
flagl
em2 <
flag
emd <
flag3

flagl

1
1;
1;

imid then
cm =1
ymid then
HE D ¥
ymid then
NS ¥

> 0 then

UTIL(maxit, cmlt, b1, cil, 1)

UTIL(maxit, cmit, b1, cl, -1);

if flag2 > O then
UTIL(max2t, cm2t, b2, c2, 1)

els

UTIL(max2t, cm2t, b2, c2, ~—1);

if f1ag3 > O then
UTIL(max3t. cm3t, b3: c3, 1)

els

UTIL(max3t, cm3t, b3 ¢c3, -1);

ONEWAY (b1, b2, b3, cl, c2, ¢3, conl, con2,
FILLARRAYS:
HOME_N_CLEAR;

BOX

PIC:

HOME_N_CLEAR;

gridtable,

dir);

.

.




JFRAME;

continue = true;
while continue do
begin
GETVIEW(pick);
if pick <> 9 then
begin
PLOTGRAPH(pick, gridtable., 0);
HOME _N_CLEAR;
end
else
continue : = false;
end;
end; <UTINDiIWAY}>

e X222 222 S22 TR AT A S22 S 22 R A T LT SRS AL L S

{» [ 3]
{* BOTHDEP guides the process for drawing the mesh surface when neither )
{# attribute in utility independent of the ather. )
{» *)

{’Q..Ol!"{.l{’.li.l{.’...l”’il’""h’i.l"i.li’Q#{}Ql‘.{{i”iii{ii{li.lﬂl.{l)
procedure BOTHDEP(var option : integer);
var
i ¢ integer;
begin
HOME_N_CLEAR;
for i := 1 to O do
writeln;
writeln(’Since your responses indicate that the attridbutes are not at all’);
writeln(‘utility independent., there are three possible approaches to ‘)
writeln(‘assessing utility values for the attributes. The first approach’);
writeln(‘requires you to rerun the utility program using transformed’);
writeln(‘attributes which may exhibit utility independence. The second’);
writeln(‘appgroach requires decomposing the attribute ranges and’);
writeln(’then assessing the utility function over these decomposed’);
writeln(’ranges. which may be utility independent. Further guidance on’);
writeln(‘this option {s provided when you choose it. Finally, the ‘)
writeln(’last approach requires you to indicate your utilities directly ‘),
writeln('far different combinations of attributes. Since this is the ’);
writeln{ ‘most difficult option to perform. it is recommended you try ‘)
writeln(‘one of the other two if possible. *);
for { := 1 to 95 do
writeln;
writeln(’Please indicate which option you want. ’);
writeln(’l) Use transformed attributes. ’);
writeln(’2) Decompose the attribute ranges. ’);
writeln(’3) Direct assessment. ');
write(‘Choice: ’);
readin(option);
HOME _N_CLEAR;
wnd; {BOTHDEP)

{2RBRBRBRRABRBOBRBRRBRRERBRBABRFRARERERNBRRRERRRRRBRARBRVRB RN LERBRFRRRRBRRER)
{» )
{+ WRITEVALUES finds the correct values and prints them in the appropri- #)
(# ate position for the 3 lotteries shown to the decision maker in DRAW- @)

A Pt SRR RR SO CR L QH TN AT D L GR AN SR COER R U S8V
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val2 := max;
end;
PUTVAL (x, y. vall, val2);
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{#* CHECK. ) '
{» ) -
{i*6{.GQQGQQ!{Q{’.QQQ.’Q.*.Q‘OQ.QQ*'*"“’QQQ{{’Q{’Q.&Q.O{Q’l’{i’Qi’!"”‘l}
procedure WRITEVALUES(c : char; x, y : real; pos. ans, max, min
parray);
var ¢
vall, val2 : parray;
begin v
if ¢ = 'y’ then
begin
vall = max; .
val2 := posi q
end %
else
begin s
vall := pos; f

W

if ¢ = 'y’ then ﬂ
begin Y
vall := ans; /]
val2 := pos; X
end -
else )
begin a
vall := pos;
val2 := ans; )
endi
PUTVAL(x - 7.0, y - 10.0, vall, val2); !
4
if c = 'y’ then .
begin ]
vall := min; "
val2 := pos; w}
end tf
else
begin
vall := pos; b
val2 := min;
end;

PUTVAL(x, y - 20.0, vall, val2);

end; {WRITEVALUES}

[ 22 S XS LTRSS AL SIS LTSS SNAAS RIS ILL SRS TIL SIS ALY T LT N DY

g *)
{#+ DRAWCHECK shows the decision maker his previous answers for c.e. ‘s to #)
(# help remedy possible inconsistencies. )
{(» )

{ll’lil!!QQ.'C&!Q’QODiiillilii”l.ll%il!.iﬂ&lilQ#‘llQll’i’ll{!i'ii{}i&}!li.)
procedure DRAWCHECK(ch : char; table : tarray)s
var

i, vall, val2, val3d, valA,

val3, posi, pos2, pos3, pos4,

4,0 Q OO
"’u'.‘.\'e’n‘!‘n'!.u‘?‘c’..'\".'ﬂ.'o's e



pos3., a

x: y

spos., s

pegin

if ch =

begin
vall
posl

val2 :
pos? :
val3d :
pos3 :
vald :
posd :
vald :
posd :

max
min
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ns, pos. max, min : integer:
real;
ans, smax., smin @ parray;

‘y’ then

table(C1]. ans;
tableC11. posi;
table(C2]. ans;
tablef2). pos:
tablel4]. ans;
tablel4). pos:
tablel7]. ans;
table(7]. pos;
table{9]. ans;
tablel?]). pos:;
= table(31. pos;

:= table(81. pos;

write(’(’,vall:4,’, ‘,posl:4, ‘) ~ [0.5('.max:4, ', ‘,posi:& ‘') ;i )i
writeln(’0.5('.min: 4 ', ‘,posl: 4, *'))’);

writ
writ
writ
writ
writ

eln;

e{’(’,val2:4, ', ',pos2.4, ') ~ (0. 3(' . max:4, ‘', ‘,pos2:4,') ; ’)i
eln(’0. 3¢’ . min: 4, ’, ’,pos2: 4, ‘)]’);

eln;

e(’(’',val3:4, ', ’‘,p0os3.4,') ~ [0.5(" . max-4, ', ‘,p0s3:4,"') ; '});

writeln(’0.3('.min: 4, ', ’,pos3: 4, ')]’);

writ
writ
writ

eln;
e(’(’,vald: 4, ', ’,posd. 4, ') ~ [ S('.max: 4, ', ’',posd:4,') ; ')
eln(’0. 3¢, min: 4, ', ‘,poséd 4, ‘1'%,

writeln;
write(’(’,val3:4,’, ‘,pos5: 4, ') ~ {0.%5(' ., max:4, ', ‘,posS:4,') ;i ‘)i
writeln(’0. 3¢ .min: 4, ‘., ‘,pas9: 4 )1’
writeln:
end
else
begin
vall := table(3]. ans;
posit := table(3]). pos:;
val2 := table(d]. ans;
pos2 := table(3]. pos;
valld := tablel(&]. ans:
pos3 := tablel(s). pos:
val4 := table(B) ans
pos4 .= table[B8]. pos:
vald := table(10]. ans;
posS := table(10). pos:
max := table(7]. pos:
min .= tablel1) pos;
write(’(’,post:4.’, ‘,vall: 4, 'Y ~ [0.35(",posl. 4, ', ‘. max: 4, ') ; ')
writeln(’0.5¢(’,post: 4, "', ‘.min:4, ")1')
writeln:

write(’'(’,pos2:4, ', ‘,val2:4,') ~ [0.5(', pos2:4, "', '.max:4,"') ;: ‘)i
writeln(’0. 5(',pos2:4,’, ’'.min: 4, ")3’);

writ
writ

eln:
e(’(’,pos3:4, ', ', vald:4,’) ~ [0.5(',pos3:4, "', ‘.max:4,') i ');

writeln(’0.9(’,pos3:4, "', ‘. min: 4, ‘)21’

writelm

write(’(’,posd4: 4., ’,vald:4,’') ~ [0.5(',posd:4, ', ', max: & ') i ')
writ

eln(’0.95(’, pos4:4, ', ", min. 4, ')
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writeln; - t
write(’(’,pos3:4,’, ‘,val5: 4, ') ~ [0.5(’,pos5:4, ', ‘.max:48,"’) ; *);
writeln(’0.5(’, posS5:4,’, ‘.min: 4, *)3’); &
writeln; L3,
end;
’.
end; {(DRAWCHECKY}
[ Ty Y Y Y Y LT T Y LT N w e ey :
{» %) |
{# EXPLAIN explains how to decompose a user’‘s ranges so0 the properties of #} .
{# ytility independence may be used. It also offers the user a chance to #) 1
{* review his previous answers to lotteries. *) {
(# 'SS N
{QI"'I'QQlI'.'I"’l‘QI'l.{.i’*’"’lﬂl’*«l’i.’}i..{’ll\i‘l*l"Gllﬁl\&{"ili“ﬁf‘*&’*‘iQi{i)
procedure EXPLAIN(var continue : boolean); ;
var 3
i : integer; '3
c : integer; :
dummychar : char; L
begin S
for i := 1 to U do
writeln; =
writeln(’ Decomposing the attribute ranges should be done if there‘); \
writeln(’is indication of utility independence over a subset of the range. ’): 0
writeln(‘This is indicated by having a constant certainty equivalent for ‘); ,
writeln(’an attribute even when the other attribute’’s value varies. For ‘) v
writeln(’example, if your certainty equivalent for attribute one (ranging’); e
writeln(’from, say, O to 100) is always constant (say, &0) over a subrange’); 4
writeln(‘(say, less than 330) of attribute two (ranging from. say, 200 to’); ¢
writeln(’400), then a good place to subset the range would be from 200 to’);
writeln(’350 and 350 to 400. This way. over the 200 to 350 range., some’): P
writeln(‘utility independence properties will hold. ’); .
writeln: 0
writeln(‘Would you like to see your original answers again? ‘); ¢
writeln(’l) yes’); A,
writeln(’2) no’); -
write(‘Choice: ‘) g
readln(c);
i ¢ = 1 then
begin A
HOME_N_CLEAR; !
writeln(/These are the choices made for ’‘,attributel); V
writeln(’by varying ’‘,attribute2, ’ in terms of the’); gt
writeln(’(’,attlscale, ’, ‘,att2scale,’) outcome: ’); byt
writeln; Yy
DRAWCHECK(‘y’, lottable): v
Write(’Hit any key followed by return to continue: ‘) |
readln(dummychar); n
HOME _N_CLEAR; ‘
writeln(‘These are the choices made for ’,attribute2): y-
writeln(’by varying ‘.attributel,’ in terms of the’); :
writeln(’(‘, attiscale, ', ’,att2scale, ') outcome: ‘); A
writeln; %
DRAWCHECK( ‘1’, lottable); >
Write(’'Hit any key followed by treturn to continue: ‘) [
readln{dummychar); 9
L
"
L)
[J
s
~
.
)
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HOME_N_CLEAR;
end;
writeln;
writeln;
writeln(‘Please indicate which operation you want to perform. ‘);
writeln(‘l) Return to options menu. ’);
writeln(’2) Perform the analysis over a subset of ranges. ’);
write(‘Choice: ’');
readln(i);
i¢ i = 1 then
continue = falgse
else
continue ! = true;
end; <EXPLAINY

L2220 31 A 40 20 3 30 A A0 36 A A I 3 A3 3 IS TS A6 6 A I T R R R R RS RRE)

{» *)
{* DRAWSCALE draws the scale for the user to look at while assigning uti— #)
{# lity values to the outcomes. -)
{» *)

{RBBRBRABERERBARRBRRRBRRRERERRRRERRRRRBRRERERERAERERRRRR SRR RERE SRR RRR SRS RER)
procedure DRAWSCALE;
var

i . integer;

a X, 4y : Teal;

c : char;

begin

JMOVE(10. 0, 20.0);
JDRAW(S0. 0, 20.0);
JMOVE(10. 0., 25.0);
JHSTRG(%Zstdescr ‘0’);
JMOVE (48. 0, 25.0);
JHSTRG(%Zstdescr ‘0.3');
JMOVE (8S. 0. 25.0);
JHSTRG(%stdescr ‘1.0');

x := 10.0;
y = 23.0;
repeat

JMOVE (2, )
JDRAW(x, y = 6.0);
x = x + 8.0;
until x = 98.0;
end; {(DRAWSCALE)}

{BRBRBRRRRRBRBRRERRRERRRBRERERBREAFRARERBRRBRBRERRRRRFRRRRERRRRRRRARRRERSRRN )
{» *)
{# PRESENT presents a user with 36 different outcomes to assign utility )
{*» values to.

{» *)
{RBBBT RRBRRBRBBRAFRRRRRRRRRRRRBRRRERBERREIRRERRBERBRRRRRER AR ERRRRERRRRRRRRR)

procedure PRESENT;
var
gnum, pick,
i, % 4y, xstep, ystep : integer:
svalues, yvalues : arraylO. .31 of integer
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t utility : gtable;
continue : boolean:

“o4 begin

xstep = TRUNC((maximuml - minimuml)/95);
o ystep = TRUNC((maximum2 - minimum2)/S);
¥, svalues(Ol := minimuml;

¥ yvalues(O0]l := minimum2;"

" xvalues(1] := 0;
W\ yvalues(1l := O;
for i = 1 to S do
b begin
L svalues(i] ‘= xvaluesl[i = 1] + xstep:;
¥ yvalues({il := yvaluesli - 11 + ystep;
end;
Ny INITGRAPHICS:
o JROPEN(1);
%o JCOLOR(4);
o JFONT(3);
X JSIZE(2. 0, 2.0);
(" JMOVE(50. 0, 35.0):
ﬂ DRAWSCALE;
Sl JRCLOS(1);
) HOME _N_CLEAR;
o for i := 1 to 3 do
. writeln;
- writeln(‘'Based on the scale below, please enter the number you feel’);
- writeln(‘indicates the worth of the following outcomes. The number ‘);
J. writeln(‘entered may be.real or integer between and including O );
Wy writeln(’through 1.0. *);
%b for i := 1 to 3 do
I writeln;
i for y = O to 3 do
e begin
’ writeln(’(’, attributel,’, ’,attribute2, ') "),
s for x := 0 to S do
WY begin
N write(’(’, xvaluesfx], ', ‘', yvalueslyld, ) : *);
3, readin(utilitylx + 1, y + 11)i {save for mesh surface)
X end;
¢ HOME _N_CLEAR;
~ end;
ENDGRAPHICS:
gnum = §;
ey continue = true;
G for i := 1 to 3 do
¢ begin
y. wldminCil := O.0;
R, wldmaxCil := 5.0
A atlil] = 2.9
: end;
atl(3) := S5 0;
. wldmax(3] := 10 0;
a INITGRAPHICS,
" HOME _N_CLEAR)
i: BOXPIC;
M HOME _N_CLEAR;
& JFRAME;
while continve do
- begin
1.
)
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GETVIEW(pick);

it pick <O 9 then

begin
PLOTGRAPH(pick, vtility., gnum);
HOME_N_CLEAR:

end

else
continue = false;

end;
end; {(PRESENTY)

(S RBEBRRBBBRRBBRRS DR BE TR R T80T T I3 22T I NN )

{ *}
{(# DIRECTASSESS introduces the direct assessment procedure. *)
{= )

( BRERERERSRERSRD BRI TR RN T2 I AR )
procedure DIRECTASSESS:

var
i : integer:
dummychar : char;
begin

HOME _N_CLEAR;
for i := 1 to 9 do
writeln;
writeln(’ This procedure is difficult to perform because it is te-');
writeln(‘dious, and you must have a good feel for your preferences. You');
writeln(‘will be asked to assign a number from O to 1.0 to a variety of’);
writeln(‘outcomes. Please think carefully about your choices. ’);
for i := 1 to 9 do
writeln;
write(’Hit any key followed by return to continue: ‘)
read_n(dummychar);
PRESENT;
end; {DIRECTASSESS}

(N BBBBRBRBRBBRRBDBRBRRRBIRSBERERBRERBBBRRRNBBRBERERERNBBRBERRBRBRSRBRERBRERNR)

(= *)
{# TREND i{s used to uncover inconsistencies in & decision maker’'s re- *)
(s sponses. Possible inconsistencies are perceived to exist when all re- =)
{# sponses are close to, but not the same as., each other. *)
{» *)

{28088 000RR0R0RRRRRRRRRRRERRRRERRRRARARRRBIRNRRRRRERIRRERRERRARBRERNBRAZRERES )
tunction TREND(v, w, x, y. 2 : integer) boolean:

const

point3 = 0. 09
var

total, avg, fiveper . integer;
begin

TREND := true;
total = v ¢+ w ¢+ x ¢ g + 1,
avg := ROUND(total/39);
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fiveper := ROUND((avg # point3));
if ((ABS(v - avg) < fiveper) and (ABS(w - avg) < fiveper) and
(ABS(x - avg) < fiveper) and (ABS(y - avg) < fiveper) and
(ABS(1 - avg) < fiveper)) then
TREND := false;
end; {TREND}

(R 22T A S o2 S ad s s i e e i st a2l e T L T 22222222 Y]

{» *}
{* CONSISCHECK reconfirms a decision maker’s c.e.'s if inconsistencies *}
(# are indicated. The decision maker may change the c.e. ‘s to a common *)
{* value if desired, or, in the case of a trend. they may be left as is. *)
{» *)

(FRRRBBEBBBRRERRREERBRBRRREBRERRRRRBRBRBRERE RS RERERB BB RSB ERERE RS RCRERR R ER)
procedure CONSISCHECK(c : charivar choyse : integer:;var tab : tarray).
var

dummychar : char;

val, i : integer:

dumatt, dumscale : attribute;
begin

i ¢ = 'y’ then

begin

dumatt := attributel;
dumscale := attiscale;
end
else
begin
dumatt = attributel;
dumscale (= att2scalw;
end;
HOME _N_CLEAR;
for i := 1 to 5 do
writeln;
writeln(’ In terms of the (’',attlscale, s ’,att2scale, ') outcome, since ‘)i
write(’'your responses for ‘,dumatt., ’ all fall within '),
writeln(’S percent of the average, '),
writeln(‘please carefully reconsider your previous answers. You will’);
writeln( ‘'need to determine if the attribute values should be changed to a‘)i
writeln(‘common value, and if so, which one. (NEXT SCREEN) ‘)i
for i := 1 to 10 do
writeln;
write( 'Hit any key followed by return to continue: ‘);
readln(dummychar);
HOME _N_CLEAR;
DRAWCHECK (c, tab);

writeln(’'Please enter the number corresponding to your choice. ‘);
writeln(’ 1) Change previous answers to a common one. ’');
writeln(’ 2) Leave answers as is. '),

write(‘Choice: ‘).

readlin(choyse);
i? choyse = 1 then
begin
write( 'What value would you like to change it to?: ‘);
readin(val)i
it c = ‘4’ then
begin
tabl1). ans = val;
tab(2). ans = val,
tab(4) ans = val;
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tabl(7) ans = val;

tab(9). ans = val;

end

else

begin
tab(3]). ans := vall
tabl{3] ans = val;
tab(é]. ans = vall
tab(Bl. ans : = val;
tabl{10] ans : = val;

end;

end;

end; {CONSISCHECKY)

e T 222X RSS2 22 ol ol sl el sttt s et 2SR ST LT Ds

{# *)
{* ASSESSIND assesses which independence properties hold. )
{» »)

T L e R L Y T X T Y 2 2 D)
procedure ASSESSIND(var t : tarray);
var
choice : integer;
way : char;
y_utind_z, z_utind_y, addind, mutind : boolean;
scaley, scalez : real;
vegin
y_utind_z := false;
1_utind_y = false;
mutind = false;
addind := false;
if ((tC1). ans = t(2]. ans) and (tf4). ans = t(7). ans) and
(t(9). ans = t[1]. ans) and (t[4]. ans = t{1) ans)) then
y_vtind_z1 = true;

if ((tL3). ans = ¢{35]). ans) and (t{4]. ans = t(Bl. ans) and
(¢010). ans = t[{3] ans) and (t{4]). ans = t(31 ans)) then
1_utind_y = true;

if not y_utind_z then
begin
if not TREND(tCL1]. ans, ¢t[2]). ans, t(4]. ans., t(7). ans, t(9]. ans)
then
CONSISCHECK(‘'y’, choice, t);
if choice = 1 then
y_vtind_z := true;

end;

if not 2_utind_y then

begin
if not TREND(t(3]). ans, t(3). ans, t[&). ans, t(B) ans, t{10] ans)
then

CONSISCHECK('2’, choice, t);
i# choice = 1 then
1_vtind_y = true

end;
1¢ (y_utind_z and z_vtind_y) then
begin
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mutind = trues
CHECKADDIND(t, addind):
end;
i¢ addind then
MUTORADD(‘a’, €. yb. yc, zc, zb:, scaley, scalez)
else
it mutind then
MUTORADD( ‘m‘, ¢, yb, yc, 2c, 2b, scaley, scalez)
else
if y_utind_z or z_vutind_y then
begin
it y_vutind_z then
way = ‘y’
else
way = ‘2’;
UTINDIWAY (way);
end
else
BOTHDEP (rerun_option);:
ENDGRAPHICS:
and; {ASSESSIND)

{MAIN PROGRAM}

begin
WELCOME;
rerun_option := 3 {rerun option of 9 means first time through)
restart: <{(label for place to return when restarting)
i# rerun_option = 2 then (it will if decomposition of ranges is needed)
EXPLAIN(go_on);
it (go_on) or (rerun_option = 1) or (rerun_option = 5) then

{either decomposition has been explained and the uvser wishes to continue )

{(go_on is true), or the user wants to use different attributes >
{(rerun_option is 1), or this is the first time through (rerun_option »
{is 3. }
begin

ATTRIBUTES(attributel, attributed, minimuml, maximumi, minimum2, mazximumd):

DEVTABLE(attributel, attributed, minimuml, maximuml, minimum@, maximum2,
lottable):

LOTTERIES(attributel, attridutel, minimuml, maximuml. minimum2, maximum?,
lottable):

ASSESSIND(lottable);

{ASSESSIND will determine the independence properties. If none are ?»
{present, the user will be asked if he wants to redo the program 1If )
{s0: rerun_option will be either ! or 2. b 2

i# (rerun_option = 1) or (rerun_option = 2) then
goto restart;

end
else
if nat go_on then
begin
BOTHDEP (rerun_option))
i# (rerun_option = 1) or (rerun_option = 2) then
goto restart; )
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end;
i¢ rerun_option = 3 then
DIRECTASSESS:
wnd.




183

. SBTTL HOME_N_CLEAR
ESC = 27

HOME_N_CLR : .BYTE ESC
.BYTE 37
. BYTE 33
.BYTE 49

. BYTE ESC
.ASCII ‘C1:1¢°
.BYTE ESC
.ASCII ‘COJ’ L

. BYTE ESC

.BYTE 37
: .BYTE 33
K .BYTE 48

. PSECT NONSHARED_DATA LONG, NOEXE. PIC
I0_CHAN : .LONG O
TT : .ASCID °‘TT’
1088 : .BLKQ 1
.PSECT CODE LONG, PIC
. ENTRY HOME_N_CLEAR. “M<R2: R3, R4, RS, R4, R7, R8, R9, R10>

SASSIGN_S CMAN = I0_CHAN, DEVNAM = TT
$QIOW_S CHAN = IO_CHAN, -

FUNC = #I08_WRITEVBLK, -

10S8 = 1088, -
P1 = HOME_N_CLR, -
‘ P2 = #18, ~

P4 = 40

SDASSGN_S CHAN = 10_CHAN
RET
. END

1
L MY WM -‘"b

LD “0"}‘ “n}

M






